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#### Abstract

Quantum control could be implemented by varying the system Hamiltonian. According to adiabatic theorem, a slowly changing Hamiltonian can approximately keep the system at the ground state during the evolution if the initial state is a ground state. In this paper we consider this process as an interpolation between the initial and final Hamiltonians. We use the mean value of a single operator to measure the distance between the final state and the ideal ground state. This measure resembles the excitation energy or excess work performed in thermodynamics, which can be taken as the error of adiabatic approximation. We prove that under certain conditions, this error can be estimated for an arbitrarily given interpolating function. This error estimation could be used as guideline to induce adiabatic evolution. According to our calculation, the adiabatic approximation error is not linearly proportional to the average speed of the variation of the system Hamiltonian and the inverse of the energy gaps in many cases. In particular, we apply this analysis to an example in which the applicability of the adiabatic theorem is questionable.
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## 1 Introduction

Adiabatic process is aimed at stabilizing a parameter-varying quantum system at its eigenstate. This process has many applications in the engineering of quantum systems [1-5], and in particular plays the fundamental role in adiabatic quantum computation (AQC) $[6-8]$. The adiabatic theorem $[9,10]$ states that a system will undergo adiabatic evolution given that the system parameter varies slowly.
Quantifying the applicability of adiabatic approximations is an interesting topic of current research efforts. On the one hand, this kind of research has been spurred by so-called shortcuts to adiabaticity [11], and on the other hand recent insights from thermodynamics haven put adiabatic processes back into focus [12, 13]. In particular, the validity of the adiabatic theorem has been under intensive studies both theoretically and experimentally since it was proposed, and much of these efforts were devoted to the rigorous description of the sufficient quantitative conditions of adiabatic theorem, and the estimation of the error accumulated over a long time [10,14-16]. Once the exact knowledge on the adiabatic process is available, it is straightforward to apply the results to the optimal design of adia-
batic control on specific systems $[17,18]$. The most interesting progress is that the validity of the adiabatic theorem itself has been challenged in the recent decade [19-27], both by strict analysis and counter-examples. According to these findings, the errors induced by the adiabatic approximation could accumulate over time despite certain quantitative condition is satisfied [19-21, 24, 25], e.g., when there exists an additional perturbation or driving that is resonant with the system. Particularly as indicated in [24], it is not new that resonant driving can cause population transfer between eigenstates. Also, a proof can be found in [25] stating that only a resonant perturbation whose amplitude gradually decays to zero can result in a violation of a well-known sufficient condition.

In this paper we consider the following process: the process starts at $t=0$. The system Hamiltonian at $t=0$ is $H_{1}$, and the system Hamiltonian at $t=T$ is $H_{2}=H_{1}+\lambda \Delta H, \lambda>0$. $\lambda$ is a dimensionless quantity. $\Delta H$ is a fixed operator and so the direction of the variation is fixed. We assume $H_{1}, H_{2}$, and $\Delta H$ are bounded operators throughout this paper. $T$ is the evolution time. The transition of the system from $H_{1}$ to $H_{2}$ can be described using an interpolating function $f(t)$ so that

$$
\begin{equation*}
H(t)=H_{1}+f(t)\left(H_{2}-H_{1}\right)=H_{1}+\lambda f(t) \Delta H \tag{1}
\end{equation*}
$$

with $f(0)=0$ and $f(T)=1$. We work under the condition that a valid perturbative analysis of the system evolution is available. This often means $\lambda$ should be smaller than a threshold value. It is worth mentioning that the classical adiabatic theorem was proved also using a perturbative analysis, which cannot be applied directly to a large variation of Hamiltonian. Therefore, our analysis in this paper is not concerned with the adiabatic evolution for a large variation of Hamiltonian. However, our analysis provides a rigorous estimation of the error accumulated during this small-variation evolution for an arbitrarily given interpolation.

Our work is different from the previous works in two ways. First, instead of studying the evolution of the eigenstates and their corresponding probability amplitudes, the mean value of a Hermitian operator is defined as a measure of the error. For example, in the context of adiabatic quantum computation where one wants to prepare the ground state of a target Hamiltonian $\hat{H}_{2} \geq 0$ whose ground-state energy is $0, \epsilon=\left\langle\hat{H}_{2}\right\rangle_{\rho_{t}}$ serves as a good measure of the distance between the real-time state $\rho_{t}$ and the ground state. This measure resembles the excitation energy or excess work performed during the process, as studied in thermodynamics [12]. In this paper we only consider the error accumulated over the entire process, which means we are only interested in $\epsilon=\left\langle\hat{H}_{2}\right\rangle_{\rho_{T}}$. The second difference is that the error, or the excitation energy or excess work performed during the process, can be estimated with a sufficient precision for arbitrarily given interpolating functions. As a result, the parameters which are related to the suppression of the error can be easily identified. For example, we have $\epsilon=O\left(\frac{\lambda^{2}}{T^{2} \lambda_{2}^{3}}\right)$ as $\lambda \rightarrow 0$ in the case of linear interpolation. Here $\lambda_{2}$ is the energy gap between the ground and first-excited states of the initial Hamiltonian. However for the interpolation in the counterexample [19, 25], the scaling of $\epsilon$ is not so simple.
This paper is organized as follows. In Section 2, we introduce the model of this paper. In Section 3, we give the estimation of the error for linear interpolation. In Section 4, we present the general algorithm to estimate the error for an arbitrarily given interpolating function. We discuss three examples in Section 5. Conclusion is given in Section 6.

## 2 Definitions and preliminaries

The system is defined on an $N$-dimensional Hilbert space. We set Dirac constant $\hbar=1$. $\|\cdot\|$ denotes the matrix norm. Two real functions $f_{1}(x)$ and $f_{2}(x)$ can be denoted as $f_{1}(x)=$ $O\left(f_{2}(x)\right), x \rightarrow \infty$, if and only if there exists a positive real number $M$ and a real number $x_{0}$ such that $\left|f_{1}(x)\right| \leq M\left|f_{2}(x)\right|, x \geq x_{0}$, where $|\cdot|$ denotes the absolute value.

Let $\left\{\omega_{i}: i=1,2, \ldots, N\right\}$ be the monotonically increasing sequence of eigenvalues of $H_{1}$, so that $\omega_{i} \geq \omega_{j}$ when $i>j$, and $\{|i\rangle\}$ be the corresponding eigenstates. We denote the energy gap between the $i$ th eigenstate and the ground state as $\lambda_{i}=\omega_{i}-\omega_{1}$. Similarly, we define the increasing sequence of eigenvalues of $H_{2},\left\{\omega_{i}^{\prime}: i=1,2, \ldots, N\right\}$ and $\left\{\lambda_{i}^{\prime}\right\},\left\{\left|i^{\prime}\right\rangle\right\}$ correspondingly.

For convenience, we also introduce two offset Hamiltonians, $\hat{H}_{1}$ and $\hat{H}_{2}$. The Hamiltonian $\hat{H}_{1}$ is defined as $\hat{H}_{1}=H_{1}-\omega_{1}$, i.e., by offsetting the Hamiltonian of the system at $t=0$ by a constant operator $\omega_{1}$ so that $\hat{H}_{1} \geq 0$. By $\hat{H}_{1} \geq 0$ we mean $\hat{H}_{1}$ is positive semidefinite and its the smallest eigenvalue of $\hat{H}_{1}$ is zero. Similarly, we define $\hat{H}_{2}=H_{2}-\omega_{1}^{\prime} \geq 0$ by offsetting the system Hamiltonian by a constant operator $\omega_{1}^{\prime}$. Let $\rho_{t}$ denote the system state at time $t$ and let $\rho_{g}$ be the initial state of the system at $t=0$. We always assume that $\rho_{g}$ is the ground state of $\hat{H}_{1}$, and so we have $\left\langle\hat{H}_{1}\right\rangle_{\rho_{g}}=0$.

The measure of adiabaticity is proposed as follows

Definition 1 The distance between the final state and the ground state of $H_{2}$ is measured by

$$
\begin{equation*}
\epsilon=\left\langle\hat{H}_{2}\right\rangle_{\rho_{T}} . \tag{2}
\end{equation*}
$$

Obviously, if the evolution is adiabatic, i.e., $\rho_{T}$ is the ground state of $H_{2}$, then we have $\epsilon=0$. In particular, $\epsilon$ is closely related to the fidelity of the final state and ground state in the Schrödinger picture (see Appendix C). A small error $\epsilon$ implies a large fidelity.
In this paper we also call $\epsilon$ the adiabatic approximation error, as $\epsilon$ reflects how well we can approximate the evolution as a perfect adiabatic process.
In this paper we only consider $\lambda$ such that $\rho_{t}, t \in[0, T]$ can be expanded using Magnus series in the interaction picture. For more details about the expansion in the interaction picture, please refer to Appendix A. If the series expansion is valid in the interaction picture, we can transform back to the Schrödinger picture and write the evolution of the state as (see Appendix A)

$$
\begin{equation*}
\rho_{t}=e^{-\mathrm{i} H_{1} t}\left(\rho_{g}+R(t)+\mathrm{i}\left[\rho_{g}, \lambda \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \Delta H e^{-\mathrm{i} H_{1} t^{\prime}}\right]\right) e^{\mathrm{i} H_{1} t} \tag{3}
\end{equation*}
$$

where we have $\|R(t)\|=O\left(\lambda^{2}\right)$. A sufficient condition for the Magnus series to converge is given by (see Appendix A)

$$
\begin{equation*}
\lambda<\frac{\pi}{\|\Delta H\| \int_{0}^{T} f(t) d t} . \tag{4}
\end{equation*}
$$

Our aim is to estimate an asymptotic behaviour of $\epsilon$ provided $\lambda \rightarrow 0$. Furthermore, we will use the obtained estimate to analyze several cases of the adiabatic theorem including those where some difficulties with adiabatic approximation have been encountered.

## 3 Adiabatic approximation under linear interpolation of the Hamiltonian

The Heisenberg evolution of the expectation of an observable is written as

$$
\begin{equation*}
\frac{d}{d t}\langle X(t)\rangle_{\rho_{g}}=\langle-\mathrm{i}[X(t), H]\rangle_{\rho_{g}}, \tag{5}
\end{equation*}
$$

where $H$ is the system Hamiltonian. Recall that $\rho_{g}=|1\rangle\langle 1|$. Since $H_{1}|1\rangle=\omega_{1}|1\rangle,\langle X(t)\rangle_{\rho_{g}}$ is a constant of motion under the action of $H_{1}$ :

$$
\begin{equation*}
\frac{d}{d t}\langle X(t)\rangle_{\rho_{g}}=\left\langle-\mathrm{i}\left[X(t), H_{1}\right]\right\rangle_{\rho_{g}}=0=\left\langle-\mathrm{i}\left[X(t), \hat{H}_{1}\right]\right\rangle_{\rho_{g}} \tag{6}
\end{equation*}
$$

for any Hermitian operator $X(t)$.
We will need to study the dynamics of $\left\langle\hat{H}_{2}\right\rangle_{\rho_{t}}=\left\langle\hat{H}_{2}(t)\right\rangle_{\rho_{g}}$ in order to solve for $\epsilon$. The time evolution of $\left\langle\hat{H}_{2}\right\rangle_{\rho_{t}}$ is determined by its generator $\frac{d}{d t}\left\langle\hat{H}_{2}\right\rangle_{\rho_{t}}=\left\langle-\mathrm{i}\left[\hat{H}_{2}, H(t)\right]\right\rangle_{\rho_{t}}$. For linear interpolating function $f(t)=\frac{t}{T}$, integration of $\frac{d}{d t}\left\langle\hat{H}_{2}\right\rangle_{\rho_{t}}$ over [0,T] results in the following expression (see details in Appendix B):

$$
\begin{align*}
&\left\langle\hat{H}_{2}\right\rangle_{\rho_{T}}-\left\langle\hat{H}_{2}\right\rangle_{\rho_{g}} \\
&= \int_{0}^{T}\left(\left\langle-\mathrm{i}\left[\hat{H}_{2}, H(t)\right]\right\rangle_{\rho_{t}}\right) d t \\
&= \int_{0}^{T} d t\left[-2(1-f(t)) \sum_{i \neq 1}\left(\omega_{i}-\omega_{1}\right)\langle 1| \hat{H}_{2}|i\rangle\langle i| \hat{H}_{2}|1\rangle\right. \\
&\left.\times \int_{0}^{t} d t^{\prime} f\left(t^{\prime}\right) \cos \left(\left(\omega_{i}-\omega_{1}\right)\left(t^{\prime}-t\right)\right)\right] \\
&+\int_{0}^{T} d t \operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\}  \tag{7}\\
&= \sum_{i \neq 1}\left(-\frac{1}{\lambda_{i}}+\frac{4 \sin ^{2}\left(\lambda_{i} T / 2\right)}{T^{2} \lambda_{i}^{3}}\right)\langle 1| \hat{H}_{2}|i\rangle\langle i| \hat{H}_{2}|1\rangle \\
&+\int_{0}^{T} d t \operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},\left(1-\frac{t}{T}\right) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\} . \tag{8}
\end{align*}
$$

As we noted before, $\left\langle\hat{H}_{2}\right\rangle_{\rho_{T}}$ is exactly zero if $\rho_{T}$ is the ground state of $\hat{H}_{2}$. If $\rho_{T}$ is not the ground state of $\hat{H}_{2}$, we can determine the bound on $\epsilon=\left\langle\hat{H}_{2}\right\rangle_{\rho_{T}}$ from the following equality

$$
\begin{align*}
\left\langle\hat{H}_{2}\right\rangle_{\rho_{T}}-\left\langle\hat{H}_{2}\right\rangle_{\rho_{g}} & =\int_{0}^{T}\left\langle-\mathrm{i}\left[\hat{H}_{2}, H(t)\right]\right\rangle_{\rho_{t}} d t \\
& =\int_{0}^{T}\left\langle-\mathrm{i}\left[H_{2}, H(t)\right]\right\rangle_{\rho_{t}} d t=\left\langle H_{2}\right\rangle_{\rho_{T}}-\left\langle H_{2}\right\rangle_{\rho_{g}} . \tag{9}
\end{align*}
$$

Since

$$
\begin{equation*}
\hat{H}_{2}=H_{2}-\omega_{1}^{\prime} \text {, } \tag{10}
\end{equation*}
$$

the error $\epsilon$ can be expressed as

$$
\begin{equation*}
\epsilon=\left\langle H_{2}\right\rangle_{\rho_{T}}-\left\langle H_{2}\right\rangle_{\rho_{g}}-\left[\omega_{1}^{\prime}-\left\langle H_{2}\right\rangle_{\rho_{g}}\right] . \tag{11}
\end{equation*}
$$

With the aid of (8), we can investigate the rate of convergence of $\epsilon$ to zero as $\lambda$ tends to zero in the case where $f(t)$ defines a linear interpolation, as summarized in the following proposition:

Proposition 1 Assume $\lambda_{2}>0$ (the ground state of $H_{1}$ is non-degenerate) and suppose $f(t)=$ $t / T$, which corresponds to the linear interpolation of the Hamiltonian. The estimation of $\epsilon$ is given by $\sum_{i \neq 1} \frac{\left.4 \lambda^{2} \sin ^{2}\left(\lambda_{i} T / 2\right)|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{T^{2} \lambda_{i}^{3}}+O\left(\lambda^{3}\right)$, which is of the $\operatorname{order} O\left(\frac{\lambda^{2}}{T^{2} \lambda_{2}^{3}}\right)$ as $\lambda \rightarrow 0$.

Proof Referring to (11) and (9), we need to compute the difference between (8) and $\omega_{1}^{\prime}-$ $\langle 1| H_{2}|1\rangle$. First we write (8) as

$$
\begin{align*}
\left\langle H_{2}\right\rangle_{\rho_{T}}-\left\langle H_{2}\right\rangle_{\rho_{g}}= & \sum_{i \neq 1}\left(-\frac{1}{\lambda_{i}}+\frac{4 \sin ^{2}\left(\lambda_{i} T / 2\right)}{T^{2} \lambda_{i}^{3}}\right)\langle 1| \hat{H}_{2}|i\rangle\langle i| \hat{H}_{2}|1\rangle \\
& +\int_{0}^{T} d t \operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\}  \tag{12}\\
= & -\sum_{i \neq 1} \frac{\left.\lambda^{2}|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{\lambda_{i}}+\sum_{i \neq 1} \frac{\left.4 \lambda^{2} \sin ^{2}\left(\lambda_{i} T / 2\right)|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{T^{2} \lambda_{i}^{3}} \\
& +\int_{0}^{T} d t \operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\} \tag{13}
\end{align*}
$$

by noting that

$$
\begin{equation*}
\sum_{i \neq 1} \frac{\left.\left|\langle 1| \hat{H}_{2}\right| i\right\rangle\left.\right|^{2}}{\lambda_{i}}=\sum_{i \neq 1} \frac{\left.\left|\langle 1| H_{1}+\lambda \Delta H-\omega_{1}^{\prime}\right| i\right\rangle\left.\right|^{2}}{\lambda_{i}}=\sum_{i \neq 1} \frac{\left.\lambda^{2}|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{\lambda_{i}} . \tag{14}
\end{equation*}
$$

Moreover, by the definition of the notation $O(\cdot)$ in Section 2 we can write $\sum_{i \neq 1} \frac{\left.4 \lambda^{2} \sin ^{2}\left(\lambda_{i} T / 2\right)|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{T^{2} \lambda_{i}^{3}}=O\left(\frac{\lambda^{2}}{T^{2} \lambda_{2}^{3}}\right)$.
Denote $\bar{H}=\max _{f(t) \in(0,1)}\|H(t)\|$. Since

$$
\begin{equation*}
\left\|\int_{0}^{T} d t \operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\}\right\| \leq \frac{T \lambda}{2} \bar{H}^{2}\|R(t)\| \tag{15}
\end{equation*}
$$

is $O\left(\lambda^{3}\right)$, we can further write (13) as

$$
\begin{equation*}
\left\langle H_{2}\right\rangle_{\rho_{T}}-\left\langle H_{2}\right\rangle_{\rho_{g}}=-\sum_{i \neq 1} \frac{\left.\lambda^{2}|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{\lambda_{i}}+\sum_{i \neq 1} \frac{\left.4 \lambda^{2} \sin ^{2}\left(\lambda_{i} T / 2\right)|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{T^{2} \lambda_{i}^{3}}+O\left(\lambda^{3}\right) . \tag{16}
\end{equation*}
$$

Next we will calculate $\omega_{1}^{\prime}-\langle 1| H_{2}|1\rangle$. We have

$$
\begin{equation*}
\langle 1| H_{2}|1\rangle=\langle 1| H_{1}+\lambda \Delta H|1\rangle=\omega_{1}+\lambda\langle 1| \Delta H|1\rangle . \tag{17}
\end{equation*}
$$

The smallest eigenvalue $\omega_{1}^{\prime}$ of $H_{2}$ can be calculated using the first-order time-independent perturbation theory for non-degenerate system. Assume $H_{1}$ is the unperturbed Hamiltonian and the perturbation is $\lambda \Delta H$, then the lowest eigenvalue of the perturbed Hamiltonian $H_{1}+\lambda \Delta H$ can be written as series in terms of $\lambda$ and $\omega_{1}$ [28]:

$$
\begin{equation*}
\omega_{1}^{\prime}=\omega_{1}+\lambda\langle 1| \Delta H|1\rangle-\lambda^{2} \sum_{i \neq 1} \frac{|\langle 1| \Delta H| i\rangle\left.\right|^{2}}{\lambda_{i}}+O\left(\lambda^{3}\right) . \tag{18}
\end{equation*}
$$

Thus we conclude

$$
\begin{equation*}
\omega_{1}^{\prime}-\left\langle H_{2}\right\rangle_{\rho_{g}}=\omega_{1}^{\prime}-\langle 1| H_{2}|1\rangle=-\lambda^{2} \sum_{i \neq 1} \frac{|\langle 1| \Delta H| i\rangle\left.\right|^{2}}{\lambda_{i}}+O\left(\lambda^{3}\right) \tag{19}
\end{equation*}
$$

Comparing (16) and (19), the terms $-\lambda^{2} \sum_{i \neq 1} \frac{|\langle 1| \Delta H| i\rangle\left.\right|^{2}}{\lambda_{i}}$ cancel and so the error $\epsilon$ is estimated by

$$
\begin{align*}
\epsilon & =\sum_{i \neq 1} \frac{\left.4 \lambda^{2} \sin ^{2}\left(\lambda_{i} T / 2\right)|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}}{T^{2} \lambda_{i}^{3}}+O\left(\lambda^{3}\right) \\
& =O\left(\frac{\lambda^{2}}{T^{2} \lambda_{2}^{3}}\right), \quad \lambda \rightarrow 0 . \tag{20}
\end{align*}
$$

## 4 Error estimation for arbitrary interpolations

The approach derived in the previous section can be easily generalized for arbitrary given continuous interpolating functions. The generalization can simply be done by replacing the linear interpolation function with the given continuous function $f(t)$ and then recalculating the double integration

$$
\begin{equation*}
A_{i}(T)=-2 \int_{0}^{T} d t \int_{0}^{t} d t^{\prime}\left(1-\frac{t}{T}\right) \lambda_{i} f\left(t^{\prime}\right) \cos \left(\lambda_{i}\left(t^{\prime}-t\right)\right) \tag{21}
\end{equation*}
$$

in (7). The error estimation can easily be obtained from the proof of Proposition 1:

Proposition 2 For an arbitrarily given $f(t)$, the error estimation is given by

$$
\begin{equation*}
\left.\epsilon=\lambda^{2} \sum_{i \neq 1} A_{i}(T)|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}+\lambda^{2} \sum_{i \neq 1} \frac{|\langle 1| \Delta H| i\rangle\left.\right|^{2}}{\lambda_{i}}+O\left(\lambda^{3}\right) \tag{22}
\end{equation*}
$$

as $\lambda \rightarrow 0$.

Proof $\epsilon$ is still calculated by (11), using $\left\langle H_{2}\right\rangle_{\rho_{T}}-\left\langle H_{2}\right\rangle_{\rho_{g}}$ and $\omega_{1}^{\prime}-\left\langle H_{2}\right\rangle_{\rho_{g}}$. We have

$$
\begin{equation*}
\left.\left\langle H_{2}\right\rangle_{\rho_{T}}-\left\langle H_{2}\right\rangle_{\rho_{g}}=\sum_{i \neq 1} A_{i}(T) \lambda^{2}|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}+O\left(\lambda^{3}\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{1}^{\prime}-\left\langle H_{2}\right\rangle_{\rho_{g}}=-\lambda^{2} \sum_{i \neq 1} \frac{|\langle 1| \Delta H| i\rangle\left.\right|^{2}}{\lambda_{i}}+O\left(\lambda^{3}\right) . \tag{24}
\end{equation*}
$$

It must be pointed out that $A(T)$ is very easy to calculate with the aid of any softwares that can perform symbolic integration, and therefore it is straightforward to apply Proposition 2 to find the error estimation for a given interpolating function, as we are going to do in the next section.

## 5 Examples

5.1 Linear interpolation: $f(t)=t / T$

By Proposition 1, the error estimation is $\left.\epsilon=\sum_{i \neq 1} \frac{4 \sin ^{2}\left(\lambda_{i} T / 2\right)}{T^{2} \lambda_{i}^{3}}|\langle 1| \Delta H| i\right\rangle\left.\right|^{2} \lambda^{2}+O\left(\lambda^{3}\right)$ as $\lambda \rightarrow 0$. Since $\sin ^{2}\left(\lambda_{i} T / 2\right)$ and $\Delta H$ are bounded, this error term is primarily determined by $\frac{\lambda}{T}$ which is the average speed of the variation of the system Hamiltonian, and $\frac{1}{\lambda_{i}}$ which is the inverse of the energy gap between the ground and $i$ th eigenstates of $H_{1}$, as $\lambda \rightarrow 0$. In particular, we have

$$
\begin{equation*}
\left.\lim _{\lambda \rightarrow 0} \frac{\epsilon}{\left(\frac{\lambda}{T}\right)^{2}}=\sum_{i \neq 1} \frac{4 \sin ^{2}\left(\lambda_{i} T / 2\right)}{\lambda_{i}^{3}}|\langle 1| \Delta H| i\right\rangle\left.\right|^{2} . \tag{25}
\end{equation*}
$$

Therefore, when the inverse of the energy gaps $\frac{1}{\lambda_{i}}$ are fixed values, the approximation error $\epsilon$ is estimated to be proportional to the square of the average speed of the variation of the Hamiltonian, which is $\left(\frac{\lambda}{T}\right)^{2}$, as $\lambda \rightarrow 0$.

### 5.2 Quadratic interpolation: $f(t)=t^{2} / T^{2}$

Replace $f(t)$ with a nonlinear function $f(t)=\frac{t^{2}}{T^{2}}$ in (7) and we recalculate the integral to be

$$
\begin{equation*}
\left.\sum_{i \neq 1} A_{i}(T)=\sum_{i \neq 1}\left(-\frac{1}{\lambda_{i}}+\frac{16 \sin ^{2}\left(\frac{T \lambda_{i}}{2}\right)+4 T^{2} \lambda_{i}^{2}-8 T \lambda_{i} \sin \left(T \lambda_{i}\right)}{T^{4} \lambda_{i}^{5}}\right)|\langle 1| \Delta H| i\right\rangle\left.\right|^{2} . \tag{26}
\end{equation*}
$$

By Proposition 2, for sufficiently small $\lambda$, the error is estimated to be of order of $\lambda^{2}$ :

$$
\begin{align*}
\epsilon_{\mathrm{quad}} & \left.=\lambda^{2} \sum_{i \neq 1} \frac{16 \sin ^{2}\left(\frac{T \lambda_{i}}{2}\right)+4 T^{2} \lambda_{i}^{2}-8 T \lambda_{i} \sin \left(T \lambda_{i}\right)}{T^{4} \lambda_{i}^{5}}|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}+O\left(\lambda^{3}\right) \\
& \left.=\left(\frac{\lambda}{T}\right)^{2} \sum_{i \neq 1}\left[\frac{16 \sin ^{2}\left(\frac{T \lambda_{i}}{2}\right)}{T^{2} \lambda_{i}^{5}}+\frac{4}{\lambda_{i}^{3}}-\frac{8 \sin \left(T \lambda_{i}\right)}{T \lambda_{i}^{4}}\right]|\langle 1| \Delta H| i\right\rangle\left.\right|^{2}+O\left(\lambda^{3}\right) . \tag{27}
\end{align*}
$$

That is, in contrast to the linear interpolation case, we have

$$
\begin{equation*}
\left.\lim _{\lambda \rightarrow 0} \frac{\epsilon_{\text {quad }}}{\left(\frac{\lambda}{T}\right)^{2}}=\sum_{i \neq 1}\left[\frac{16 \sin ^{2}\left(\frac{T \lambda_{i}}{2}\right)}{T^{2} \lambda_{i}^{5}}+\frac{4}{\lambda_{i}^{3}}-\frac{8 \sin \left(T \lambda_{i}\right)}{T \lambda_{i}^{4}}\right]|\langle 1| \Delta H| i\right\rangle\left.\right|^{2} . \tag{28}
\end{equation*}
$$

This calculation shows that if the evolution speed is infinitely slow, then the system dynamics is adiabatic during $t \in[0, T]$. However, the scaling of $\epsilon_{\text {quad }}$ with respect of the square of the average evolution speed $\frac{\lambda}{T}$ is not as simple as in the linear case, where the scaling of $\epsilon$ with respect of $\left(\frac{\lambda}{T}\right)^{2}$ is primarily determined by the inverse of the energy gaps as $\lambda \rightarrow 0$. In the quadratic case, this scaling is primarily determined by a complex factor $\left[\frac{16 \sin ^{2}\left(\frac{T \lambda_{i}}{2}\right)}{T^{2} \lambda_{i}^{5}}+\frac{4}{\lambda_{i}^{3}}-\frac{8 \sin \left(T \lambda_{i}\right)}{T \lambda_{i}^{4}}\right]$ which depends mainly on the inverse of the energy gaps $\left\{\lambda_{i}\right\}$ and the inverse of the evolution time $T$.

### 5.3 Interpolation with decaying resonant terms

Here we assume a linear interpolating function with an additional oscillating term that gradually decays to zero. That is,

$$
f(t)=\frac{t}{T}+g\left(1-\frac{t}{T}\right) \sin \left(\lambda_{c} t\right)
$$

where $\lambda_{c}$ is the oscillating frequency of the perturbation. Ortigoso observed in [25] the inconsistency in the applicability of the adiabatic theorem when the Hamiltonian contains resonant terms whose amplitudes go asymptotically to zero.
Replace $f(t)$ with $f(t)=\frac{t}{T}+g\left(1-\frac{t}{T}\right) \sin \left(\lambda_{c} t\right)$ in (7) and we recalculate the integral to be

$$
\begin{equation*}
\sum_{i \neq 1} A_{i}(T)=\sum_{i \neq 1} \frac{Q_{1}\left(g, T, \lambda_{i}, \lambda_{c}\right)}{T^{2}\left(2 \lambda_{i}^{11}-8 \lambda_{i}^{9} \lambda_{c}^{2}+12 \lambda_{i}^{7} \lambda_{c}^{4}-8 \lambda_{i}^{5} \lambda_{c}^{6}+2 \lambda_{i}^{3} \lambda_{c}^{8}\right)} . \tag{29}
\end{equation*}
$$

$Q_{1}$ is a function of four parameters. In particular, we note that each term in (29) is well defined for all $\lambda_{c}$, including $\lambda_{c}=\lambda_{i}$, since as $\lambda_{c} \rightarrow \lambda_{i}$, the $i$ th term in (29) approaches

$$
\begin{align*}
& {\left[-128 \sin ^{2}\left(\frac{T \lambda_{i}}{2}\right)-16 g \sin \left(T \lambda_{i}\right)+8 g \sin \left(2 T \lambda_{i}\right)+g^{2}\right.} \\
& \quad+g^{2}\left(2 \sin ^{2}\left(T \lambda_{i}\right)-1\right)-32 T^{2} \lambda^{2}-16 g T \lambda_{i}+2 g^{2} T^{4} \lambda_{i}^{4} \\
& \quad+16 g T^{2} \lambda_{i}^{2} \sin \left(T \lambda_{i}\right)-16 g T \lambda_{i}\left(2 \sin ^{2}\left(\frac{T \lambda_{i}}{2}\right)-1\right) \\
& \left.\quad-2 g^{2} T^{2} \lambda_{i}^{2}\left(2 \sin ^{2}\left(T \lambda_{i}\right)-1\right)-2 g^{2} T \lambda_{i} \sin \left(2 T \lambda_{i}\right)\right] / 32 T^{2} \lambda_{i}^{3} \\
& =-\frac{1}{\lambda_{i}}+\frac{g^{2}}{16} T^{2} \lambda_{i}+\frac{g}{2 \lambda_{i}} \sin \left(T \lambda_{i}\right)-\frac{g^{2}}{16 \lambda_{i}}\left(2 \sin ^{2}\left(T \lambda_{i}\right)-1\right)+Q(T), \tag{30}
\end{align*}
$$

where $Q(T)$ is a complicated fraction with $T$ being in its denominator. The error resulting from the $i$ th term is given by

$$
\begin{align*}
\epsilon_{i}= & |\langle 1| \Delta H| i\rangle\left.\right|^{2}\left[\frac{g^{2} T^{4} \lambda_{i}}{16}+\frac{g T^{2} \sin \left(T \lambda_{i}\right)}{2 \lambda_{i}}-\frac{g^{2} T^{2}\left(2 \sin ^{2}\left(T \lambda_{i}\right)-1\right)}{16 \lambda_{i}}+T^{2} Q(T)\right]\left(\frac{\lambda}{T}\right)^{2} \\
& +O\left(\lambda^{3}\right) \tag{31}
\end{align*}
$$

as $\lambda \rightarrow 0$. We have

$$
\begin{align*}
& \lim _{\lambda \rightarrow 0} \frac{\epsilon_{i}}{\left(\frac{\lambda}{T}\right)^{2}} \\
& \quad=|\langle 1| \Delta H| i\rangle\left.\right|^{2}\left[\frac{g^{2} T^{4} \lambda_{i}}{16}+\frac{g T^{2} \sin \left(T \lambda_{i}\right)}{2 \lambda_{i}}-\frac{g^{2} T^{2}\left(2 \sin ^{2}\left(T \lambda_{i}\right)-1\right)}{16 \lambda_{i}}+T^{2} Q(T)\right] . \tag{32}
\end{align*}
$$

The scaling of $\epsilon_{i}$ with respect of $\left(\frac{\lambda}{T}\right)^{2}$ is additionally determined by $T^{2}$ and $T^{4}$, as compared to the quadratic case. This is where adiabatic approximation error may not be small if the average evolution speed is slow. In particular by (32), if one chooses a comparably large value for $T$ in an adiabatic evolution experiment, the adiabatic approximation error may not decrease as expected when one applies a slow evolution speed $\frac{\lambda}{T}$.

In order to further illustrate this point, we can heuristically compare the speed of convergence of $\epsilon$ to zero observed in this case and the quadratic case, as the speed of the adiabatic process $(\lambda / T)$ reduces and the evolution horizon $T$ increases. The difference in the speed of convergence can be clearly seen using the ratio

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\left(\lim _{(\lambda / T) \rightarrow 0} \frac{\epsilon_{i}}{\epsilon_{\text {quad }}}\right)=\infty . \tag{33}
\end{equation*}
$$

Therefore, the rate of convergence considered in this subsection is slower than that in the quadratic or linear case. That is, $\epsilon$ goes to zero as $\lambda \rightarrow 0$ at a much slower rate than in the linear interpolation case or the quadratic interpolation case if $T$ is large. Furthermore, the larger $T$ is, the slower the convergence.

## 6 Conclusion

In this paper we provide a rigorous analysis of the time-dependent evolution of Hamiltonian-varying quantum systems. As we calculated, the adiabatic approximation error is not proportional to the average speed of the variation of the system Hamiltonian and the inverse of the energy gaps in many cases. The results in this paper may provide guidelines when applying complicated interpolation for adiabatic evolution.

## Appendix A

The Magnus expansion is proposed to solve the following time-dependent equation [29]

$$
\begin{equation*}
\frac{d Y(t)}{d t}=A(t) Y(t) \tag{34}
\end{equation*}
$$

The solution of the above equation can be written as

$$
\begin{equation*}
Y(t)=\exp \left(\sum_{k=1}^{\infty} \Omega_{k}(t)\right) Y(0), \tag{35}
\end{equation*}
$$

where the first three terms in the Magnus series $\left\{\Omega_{k}, k=1,2, \ldots, \infty\right\}$ are calculated by

$$
\begin{align*}
& \Omega_{1}(t)=\int_{0}^{t} A\left(t_{1}\right) d t_{1} \\
& \Omega_{2}(t)=\frac{1}{2} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2}\left[A\left(t_{1}\right), A\left(t_{2}\right)\right]  \tag{36}\\
& \Omega_{3}(t)=\frac{1}{6} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\left(\left[A\left(t_{1}\right),\left[A\left(t_{2}\right), A\left(t_{3}\right)\right]\right]+\left[A\left(t_{3}\right),\left[A\left(t_{2}\right), A\left(t_{1}\right)\right]\right]\right)
\end{align*}
$$

The rest terms in the Magnus series can also be written as the integrals of nested commutators.

The dynamical equation of the quantum state in interaction picture is given by

$$
\begin{equation*}
\mathrm{i} \frac{\partial\left|\psi_{I}(t)\right\rangle}{\partial t}=e^{\mathrm{i} H_{1} t} \lambda f(t) \Delta H e^{-\mathrm{i} H_{1} t}\left|\psi_{I}(t)\right\rangle, \tag{37}
\end{equation*}
$$

where $|\psi(t)\rangle=e^{-\mathrm{i} H_{1} t}\left|\psi_{I}(t)\right\rangle$. Applying the Magnus expansion to (37) yields

$$
\begin{equation*}
\left|\psi_{I}(t)\right\rangle=\left(1-\mathrm{i} \lambda \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \Delta H e^{-\mathrm{i} H_{1} t^{\prime}}+R_{0}(t)\right)|\psi(0)\rangle, \tag{38}
\end{equation*}
$$

where $R_{0}(t)$ includes all the higher-order terms as determined by $\left\{\Omega_{k}\right\}$. Obviously, $\left\|R_{0}(t)\right\|$ is of the order $O\left(\lambda^{2}\right)$. Transforming back to Schrödinger picture we obtain the expression
for the density operator as

$$
\begin{align*}
\rho_{t}= & e^{-\mathrm{i} H_{1} t}\left(1-\mathrm{i} \lambda \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \Delta H e^{-\mathrm{i} H_{1} t^{\prime}}+R_{0}(t)\right) \\
& \times \rho_{g}\left(1+\mathrm{i} \lambda \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \Delta H e^{-\mathrm{i} H_{1} t^{\prime}}+R_{0}^{\dagger}(t)\right) e^{\mathrm{i} H_{1} t} \\
= & e^{-\mathrm{i} H_{1} t}\left(\rho_{g}+R(t)+\mathrm{i}\left[\rho_{g}, \lambda \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \Delta H e^{-\mathrm{i} H_{1} t^{\prime}}\right]\right) e^{\mathrm{i} H_{1} t} . \tag{39}
\end{align*}
$$

Obviously, $\|R(t)\|$ is also of the order $O\left(\lambda^{2}\right)$.
An explicit condition for the Magnus series to converge is given by [29]

$$
\begin{equation*}
\|\Delta H\| \int_{0}^{T} \lambda f(t) d t<\pi \tag{40}
\end{equation*}
$$

## Appendix B

The derivative of $\left\langle\hat{H}_{2}\right\rangle_{\rho_{t}}$ is calculated as

$$
\begin{align*}
\frac{d}{d t}\langle & \left\langle\hat{H}_{2}\right\rangle_{\rho_{t}} \\
= & \left\langle-\mathrm{i}\left[\hat{H}_{2}, H_{1}+f(t)\left(H_{2}-H_{1}\right)\right]\right\rangle_{\rho_{t}} \\
= & \left\langle-\mathrm{i}\left[\hat{H}_{2}, \hat{H}_{1}+f(t)\left(\hat{H}_{2}-\hat{H}_{1}\right)\right]\right\rangle_{\rho_{t}} \\
= & \left.\left\langle-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t}\right\rangle_{\rho g+\mathrm{i}[\rho g, \lambda} \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right)(\Delta H) e^{-\mathrm{i} H_{1} t^{\prime}}\right]+R(t) \\
= & -\left\langle\left[e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t}, \lambda \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \Delta H e^{-\mathrm{i} H_{1} t^{\prime}}\right]\right\rangle_{\rho_{g}} \\
& +\operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\} \\
= & -\left\langle\left[ e^{\left.\left.\mathrm{i} H_{1} t\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t}, \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \hat{H}_{2} e^{-\mathrm{i} H_{1} t^{\prime}}\right]\right\rangle_{\rho_{g}}}\right.\right. \\
& +\operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\}, \tag{41}
\end{align*}
$$

where we made use of the relation (6) and $\lambda \Delta H=\hat{H}_{2}-\hat{H}_{1}+\omega_{1}^{\prime}-\omega_{1}$. Calculating (41) further leads to

$$
\begin{aligned}
\frac{d}{d t} & \left\langle\hat{H}_{2}\right\rangle_{\rho_{t}} \\
= & -(1-f(t))\left\langle e^{\mathrm{i} \omega_{1} t} \hat{H}_{2} \hat{H}_{1} e^{-\mathrm{i} H_{1} t} \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \hat{H}_{2} e^{-\mathrm{i} \omega_{1} t^{\prime}}\right. \\
& \left.+\int_{0}^{t} d t^{\prime} e^{\mathrm{i} \omega_{1} t^{\prime}} f\left(t^{\prime}\right) \hat{H}_{2} e^{-\mathrm{i} H_{1} t^{\prime}} e^{\mathrm{i} H_{1} t} \hat{H}_{1} \hat{H}_{2} e^{-\mathrm{i} \omega_{1} t}\right\rangle_{\rho_{g}} \\
& +\operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\} \\
= & -(1-f(t))\left\langle e^{\mathrm{i} \omega_{1} t} \hat{H}_{2} \hat{H}_{1} \sum \mid i\right\rangle\langle i| e^{-\mathrm{i} H_{1} t} \int_{0}^{t} d t^{\prime} e^{\mathrm{i} H_{1} t^{\prime}} f\left(t^{\prime}\right) \hat{H}_{2} e^{-\mathrm{i} \omega_{1} t^{\prime}}
\end{aligned}
$$

$$
\begin{align*}
& +\int_{0}^{t} d t^{\prime} e^{\mathrm{i} \omega_{1} t^{\prime}} f\left(t^{\prime}\right) \hat{H}_{2} e^{-\mathrm{i} H_{1} t^{\prime}} e^{\mathrm{i} H_{1} t} \sum|i\rangle\left\langle i \mid \hat{H}_{1} \hat{H}_{2} e^{-\mathrm{i} \omega_{1} t}\right\rangle_{\rho_{g}} \\
& +\operatorname{Tr}\left\{-i e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\} \\
= & \left.-(1-f(t)) \sum_{i \neq 1}\left(\omega_{i}-\omega_{1}\right)\left\langle\hat{H}_{2} \mid i\right\rangle\left\langle i \mid \hat{H}_{2}\right\rangle\right\rangle_{\rho_{g}} \int_{0}^{t} d t^{\prime} f\left(t^{\prime}\right)\left(e^{\mathrm{i}\left(\omega_{i}-\omega_{1}\right)\left(t^{\prime}-t\right)}+e^{\left.\mathrm{i}\left(\omega_{i}-\omega_{1}\right) \backslash t-t^{\prime}\right)}\right) \\
& +\operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{i} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\} \\
= & -2(1-f(t)) \sum_{i \neq 1}\left(\omega_{i}-\omega_{1}\right)\langle 1| \hat{H}_{2}|i\rangle\langle i| \hat{H}_{2}|1\rangle \int_{0}^{t} d t^{\prime} f\left(t^{\prime}\right) \cos \left(\left(\omega_{i}-\omega_{1}\right)\left(t^{\prime}-t\right)\right) \\
& +\operatorname{Tr}\left\{-\mathrm{i} e^{\mathrm{iH} H_{1} t}\left[\hat{H}_{2},(1-f(t)) \hat{H}_{1}\right] e^{-\mathrm{i} H_{1} t} R(t)\right\} . \tag{42}
\end{align*}
$$

With the linear interpolating function $f(t)=\frac{t}{T}$, the direct integration of (42) over $[0, T]$ gives (8).

## Appendix C

The state of the system will remain a pure state during the evolution. Therefore, we can express the final state as $\rho_{T}=|\psi\rangle\langle\psi|$ with $|\psi\rangle=\sum_{i=1}^{N} c_{i}\left|i^{\prime}\right\rangle$. Using this expression, the error measure $\epsilon$ defined by (2) can be written as

$$
\begin{equation*}
\epsilon=\left\langle\hat{H}_{2}\right\rangle_{\rho_{T}}=\langle\psi| \hat{H}_{2}|\psi\rangle=\sum_{i=2}^{N}\left|c_{i}\right|^{2} \lambda_{i}^{\prime} \geq \sum_{i=2}^{N}\left|c_{i}\right|^{2} \lambda_{2}^{\prime} . \tag{43}
\end{equation*}
$$

The fidelity of the final state and the ground state $\left|1^{\prime}\right\rangle$ is calculated by

$$
\begin{equation*}
F\left(|\psi\rangle,\left|1^{\prime}\right\rangle\right)=\sqrt{\mid\left.\langle\psi| 1^{\prime}\right|^{2}}=\sqrt{\left|c_{1}\right|^{2}}=\sqrt{1-\sum_{i=2}^{N}\left|c_{i}\right|^{2}} \geq \sqrt{1-\frac{\epsilon}{\lambda_{2}^{\prime}}} . \tag{44}
\end{equation*}
$$

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

YP conceived the idea, formulated the theory, carried out the calculations. YP wrote the paper with the contribution from VU. All authors commented on the manuscript. All authors read and approved the final manuscript.

## Author details

${ }^{1}$ Research School of Engineering, Australian National University, Canberra, 0200, Australia. ${ }^{2}$ Department of Electrical \& Electronic Engineering, The University of Melbourne, Melbourne, 3010, Australia. ${ }^{3}$ Laboratoire des signaux et systèmes (L2S) Supélec, CNRS, 3 rue Joliot-Curie, Gif-Sur-Yvette, 91192 , France. ${ }^{4}$ School of Engineering and Information Technology, University of New South Wales at ADFA, Canberra, 2600, Australia.

## Acknowledgements

Yu Pan would like to thank Li Li and Charles Hill for their valuable suggestions. We gratefully acknowledge support by the Australian Research Council Centre of Excellence for Quantum Computation and Communication Technology (project number CE110001027), Australian Research Council Discovery Project (projects DP110102322 and DP140101779).

Received: 30 June 2015 Accepted: 7 November 2015 Published online: 25 November 2015

## References

1. Bergmann K, Theuer H, Shore BW. Coherent population transfer among quantum states of atoms and molecules. Rev Mod Phys. 1998;70:1003-25. doi:10.1103/RevModPhys.70.1003.
2. Wu H, Gauger EM, George RE, Möttönen M, Riemann H, Abrosimov NV, Becker P, Pohl H-J, Itoh KM, Thewalt MLW, Morton JJL. Geometric phase gates with adiabatic control in electron spin resonance. Phys Rev A. 2013;87:032326. doi:10.1103/PhysRevA.87.032326.
3. Ribeiro H, Burkard G, Petta JR, Lu H, Gossard AC. Coherent adiabatic spin control in the presence of charge noise using tailored pulses. Phys Rev Lett. 2013;110:086804. doi:10.1103/PhysRevLett.110.086804.
4. Zhang Q, Gong J, Oh CH. Intrinsic dynamical fluctuation assisted symmetry breaking in adiabatic following. Phys Rev Lett. 2013;110:130402. doi:10.1103/PhysRevLett.110.130402.
5. Wang W, Hou SC, Yi XX. Adiabatic evolution under quantum control. Ann Phys. 2012;327(5):1293-303. doi:10.1016/j.aop.2012.01.001.
6. Farhi E, Goldstone J, Gutmann S, Sipser M. Quantum computation by adiabatic evolution. arXiv:quant-ph/0001106 (2000).
7. Farhi E, Goldstone J, Gutmann S, Lapan J, Lundgren A, Preda D. A quantum adiabatic evolution algorithm applied to random instances of an NP-complete problem. Science. 2001;292(5516):472-5. doi:10.1126/science.1057726.
8. Sarandy MS, Lidar DA. Adiabatic quantum computation in open systems. Phys Rev Lett. 2005;95:250503. doi:10.1103/PhysRevLett.95.250503.
9. Born M, Fock V. Beweis des adiabatensatzes. Z Phys. 1928;51(3-4):165-80. doi:10.1007/BF01343193.
10. Kato T. On the adiabatic theorem of quantum mechanics. J Phys Soc Jpn. 1950;5(6):435-9. doi:10.1143/JPSJ.5.435.
11. Torrontegui E, Ibáñez S, Martínez-Garaot S, Modugno M, del Campo A, Guéry-Odelin D, Ruschhaupt A, Chen X, Muga JG. Shortcuts to adiabaticity. In: Advances in atomic, molecular, and optical physics. Vol. 62. San Diego: Academic Press; 2013. p. 117-69. doi:10.1016/B978-0-12-408090-4.00002-5.
12. Acconcia TV, Bonança MVS. Degenerate optimal paths in thermally isolated systems. Phys Rev E. 2015;91:042141. doi:10.1103/PhysRevE.91.042141.
13. Sivak DA, Crooks GE. Thermodynamic metrics and optimal paths. Phys Rev Lett. 2012;108:190602. doi:10.1103/PhysRevLett.108.190602.
14. Nenciu G. Linear adiabatic theory. Exponential estimates. Commun Math Phys. 1993;152(3):479-96. doi:10.1007/BF02096616
15. Avron JE, Fraas M, Graf GM, Grech P. Adiabatic theorems for generators of contracting evolutions. Commun Math Phys. 2012;314(1):163-91. doi:10.1007/s00220-012-1504-1.
16. Cao Z, Elgart A. On the efficiency of Hamiltonian-based quantum computation for low-rank matrices. J Math Phys. 2012;53(3):032201. doi:10.1063/1.3690045.
17. Rezakhani AT, Kuo W-J, Hamma A, Lidar DA, Zanardi P. Quantum adiabatic brachistochrone. Phys Rev Lett. 2009;103:080502. doi:10.1103/PhysRevLett.103.080502.
18. Wilson RD, Zagoskin AM, Savel'ev S, Everitt MJ, Nori F. Feedback-controlled adiabatic quantum computation. Phys Rev A. 2012;86:052306. doi:10.1103/PhysRevA.86.052306.
19. Marzlin K-P, Sanders BC. Inconsistency in the application of the adiabatic theorem. Phys Rev Lett. 2004;93:160408. doi:10.1103/PhysRevLett.93.160408
20. Tong DM, Singh K, Kwek LC, Oh CH. Quantitative conditions do not guarantee the validity of the adiabatic approximation. Phys Rev Lett. 2005;95:110407. doi:10.1103/PhysRevLett.95.110407.
21. Tong DM, Singh K, Kwek LC, Oh CH. Sufficiency criterion for the validity of the adiabatic approximation. Phys Rev Lett. 2007;98:150402. doi:10.1103/PhysRevLett.98.150402
22. Du J, Hu L, Wang Y, Wu J, Zhao M, Suter D. Experimental study of the validity of quantitative conditions in the quantum adiabatic theorem. Phys Rev Lett. 2008;101:060403. doi:10.1103/PhysRevLett.101.060403.
23. Zhao Y. Reexamination of the quantum adiabatic theorem. Phys Rev A. 2008;77:032109. doi:10.1103/PhysRevA.77.032109
24. Comparat D. General conditions for quantum adiabatic evolution. Phys Rev A. 2009;80:012106 doi:10.1103/PhysRevA.80.012106.
25. Ortigoso J. Quantum adiabatic theorem in light of the Marzlin-Sanders inconsistency. Phys Rev A. 2012;86:032121. doi:10.1103/PhysRevA.86.032121.
26. Rigolin G, Ortiz G. Adiabatic theorem for quantum systems with spectral degeneracy. Phys Rev A. 2012;85:062111. doi:10.1103/PhysRevA.85.062111.
27. Zhang Q, Gong J, Wu B. Hierarchical theory of quantum adiabatic evolution. New J Phys. 2014;16(12):123024.
28. Griffiths DJ. Introduction to quantum mechanics. Englewood Cliffs: Prentice Hall; 1995. http://books.google.com.au/books?id=oofwAAAAMAAJ.
29. Blanes S, Casas F, Oteo JA, Ros J. The Magnus expansion and some of its applications. Phys Rep. 2009;470(5-6):151-238. doi:10.1016/j.physrep.2008.11.001.

## Submit your manuscript to a SpringerOpen ${ }^{\ominus}$ journal and benefit from:

Convenient online submission

- Rigorous peer review
- Immediate publication on acceptance
- Open access: articles freely available online

High visibility within the field

- Retaining the copyright to your article

Submit your next manuscript at $>$ springeropen.com

