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Abstract
Three-dimensional device integration facilitates the construction of superconducting
quantum information processors with more than several tens of qubits by
distributing elements such as control wires, qubits, and resonators between multiple
layers. The frequencies of resonators and qubits in flip-chip-bonded multi-chip
modules depend on the details of their electromagnetic environment defined by the
conductors and dielectrics in their vicinity. Accurate frequency targeting therefore
requires precise control of the separation between chips and minimization of their
relative tilt. Here, we describe a method to control the inter-chip separation by using
polymer spacers. With the spacers, we measure a mean tilt of (76 ± 36) μrad, and a
mean deviation of (0.4 ± 0.8) μm from the target inter-chip separation of 10 μm. We
apply this process to coplanar waveguide resonator samples and observe
chip-to-chip resonator frequency variations below 50 MHz (≈ 1%). We measure
internal quality factors of 5× 105 at the single-photon level, suggesting that the
added spacers are compatible with low-loss device fabrication.

Keywords: Three-dimensional integration; Flip-chip bonding; Superconducting
microwave resonators; Coplanar Waveguide or CPW; Frequency targeting; Quality
factor

1 Introduction
Quantum computing shows immense promise for enabling simulations of complex many-
body quantum systems for materials science and quantum chemistry [1]. Solving realis-
tic problems will require hundreds or thousands of nearly perfect quantum bits (qubits)
[2], necessitating scalable implementations. Superconducting circuits are one leading im-
plementation for qubits that fulfill this criterion [3]. Due to finite qubit coherence times
and control accuracy, quantum error correction, based, for example, on the surface code
[4, 5], will be needed, requiring millions of physical qubits (depending on qubit error
rates and noise model assumptions) [2, 6, 7]. Fabricating this quantity of qubits remains
a formidable engineering challenge and will require innovative techniques such as flip-
chip bonding to combine multiple planar (single-layer) chips [8–10] and superconducting

© The Author(s) 2024. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit
to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The
images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise
in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright
holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

https://doi.org/10.1140/epjqt/s40507-023-00213-x
https://crossmark.crossref.org/dialog/?doi=10.1140/epjqt/s40507-023-00213-x&domain=pdf
mailto:graham.norris@phys.ethz.ch
mailto:andreas.wallraff@phys.ethz.ch
http://creativecommons.org/licenses/by/4.0/


Norris et al. EPJ Quantum Technology            (2024) 11:5 Page 2 of 25

through-substrate vias to suppress package modes [11, 12]. While air-bridge [13, 14] cross-
ings can overcome some routing challenges [15], planar devices will remain limited to a
maximum routing density set by the acceptable crosstalk between closely spaced signal
traces [16]. Instead, the multi-chip approach will ultimately prove more fruitful since cir-
cuit elements (qubits, couplers, readout resonators, etc.) can be placed on separate chips
which have optimized fabrication procedures or even different material platforms [17, 18].

In flip-chip bonding, two patterned devices are joined face-to-face by bumps of super-
conducting metal, typically indium due to its ductility and facile cold-welding [8–10]. The
inter-chip spacing, d, is a key parameter since it affects the frequencies of resonant fea-
tures, the impedance matching between different signal lines, and the capacitive and in-
ductive coupling rates between elements (such as for qubit–qubit couplers or the qubit–
readout resonator coupling) [19]. Values of d between 5 μm and 10 μm are typical, with
smaller separations increasing the inter-chip capacitance (cf. a parallel-plate capacitor)
and hence the coupling rates at the expense of increased electric field redistributions (com-
pared to planar designs) that change device parameters like the phase velocity of transmis-
sion lines [20].

Relative chip tilt is problematic for 3D-integrated devices since it leads to local changes
in the chip-to-chip separation, d, and hence to local frequency shifts of device compo-
nents. Since indium is soft, compression during flip-chip bonding can result in significant
tilt. An investigation by Foxen et al. found 500 μrad of tilt for an indium-based flip-chip
bonding process, which corresponds to 6 μm of separation difference across a 12 mm chip,
a large fraction of the chip separation [10]. This leads to predicted local frequency shifts of
several hundred MHz (several %) for coplanar-waveguide (CPW) resonators when using
typical dimensions (discussed in Appendix A). The anticipated errors will be even larger
for resonator coupling rates to qubits [19] or the feedlines used for readout multiplexing
since the rates depend on higher powers of the coupling capacitance.

To avoid the tilt or deviation of the chip separation compared to the target value,
Niedzielski et al. and Li et al. have demonstrated hard-stop spacers which mechanically
support the chip [21, 22]. Silicon spacers [21] are ideal from a process-compatibility per-
spective, but uniformly etching large silicon wafers without increasing surface roughness
or loss rates is a significant fabrication challenge. Alternatively, large indium pads [22] can
act as spacers by significantly increasing the indium surface area and diluting the bonding
force. Such indium pads are simple to define during the usual indium bump deposition
process but their height can be difficult to control due to the substantial thickness being
deposited. Recently, Somoroff et al. have detailed a hybrid approach, where, instead of us-
ing separate indium bumps and hard spacers, they have used bumps composed primarily
of aluminum with a thin coating of indium [23]. This process saves the space required for
dedicated spacers but still suffers from the difficulty of evaporating thick films with precise
thicknesses. Therefore, we chose to develop a spacer process based on SU-8, which has
previously been used in situations where galvanic connections are not required [24, 25].
Favorable properties of SU-8 spacers include: a simple fabrication process, suitability for
wafer-scale processing, compatibility with standard fabrication procedures for low-loss
devices, excellent height uniformity, and independent control over the chip separation.

Here, we present this SU-8 spacer process for indium flip-chip bonding. In Sect. 2, we
specify our device architecture and fabrication details. Then, we analyze the impact of
the SU-8 spacers on inter-chip spacing and tilt in Sect. 3. Next, we discuss the frequency
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Figure 1 Overview of the presented 3D-integration scheme. (a) Schematic of our flip-chip bonding
architecture including polymer spacers (not to scale). (b) Photograph of a flip-chip-bonded module
wire-bonded to a PCB. (c) Colorized optical micrograph of the bottom wiring chip and (d) top resonator chip
featuring feedlines (blue), resonators (red) and SU-8 spacers (yellow). (e) Detail of an SU-8 spacer also showing
indium bumps (green)

reproducibility of resonators on devices with spacers in Sect. 4, before analyzing the qual-
ity factors of the resonators as a function of their geometric parameters in Sect. 5 and
concluding in Sect. 6.

2 Device architecture and fabrication
Our multi-chip module [Fig. 1(a,b)] comprises a resonator chip (top) bonded to a wiring
chip (bottom) with a target inter-chip separation of 10 μm. Here, the wiring chip [Fig. 1(c)]
includes the multiplexed feedlines and wire-bond connections to the break-out printed-
circuit board (PCB) while all resonators are on the top resonator chip [Fig. 1(d)]. Super-
conducting indium bumps (25 μm diameter, 10 μm thickness) mechanically support the
resonator chip and galvanically join the ground planes of the two chips to suppress spu-
rious modes. 600 μm by 600 μm by 10 μm pads of SU-8 photoresist in the corners of the
overlap area on the bottom wiring chip support the resonator chip during bump bonding
and act as a mechanical stop to ensure uniform chip separation [Fig. 1(e)]. Larger versions
of the optical micrographs are provided in Appendix B.

We fabricate these devices on 100 mm high-resistivity (> 20 k� cm) silicon wafers onto
which we sputter 125 nm of niobium before patterning the film with SF6-based reactive
ion etching. Afterwards, we pattern 10 μm of SU-8 3010 photoresist on the wiring chips
to act as spacers. Next, we pattern a negative photoresist, thermally evaporate 10 μm of
indium on both the wiring and resonator chips, and then remove the unwanted indium
by dissolving the photoresist under it in a solvent bath, lifting it off. After dicing, we flip
the resonator chip, align it with the wiring chip using a split-prism microscope inserted
between the two chips, and then bond them by compressing the indium bumps against
each other at room temperature. This compresses the ≈ 20 μm of indium across both
bumps by a factor of two down to around 10 μm. To perform microwave measurements,
we glue the device to a sample package and wire bond it to a PCB. For additional details
about the fabrication process, see Appendix B.

3 SU-8 spacer performance
To comprehensively inspect the inter-chip separation, we use mechanical profilometry,
where, as depicted in Fig. 2(a), a stylus is drawn linearly across the sample while recording
the deflection, resulting in a height vs. position line scan [Fig. 2(b)]. We observe a step of
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Figure 2 Mechanical profilometry measurements. (a) Schematic of a flip-chip bonded device without
spacers indicating the scan direction of the mechanical profilometer stylus. (b) Raw profilometer data and (c)
data after leveling, cropping to the top-chip region, and subtracting the mean height of the entire top-chip
area. (d) Mechanical profilometer height maps of the modules bonded without spacers. The purple arrows in
the rightmost panel (N4) indicate the trace presented in (c). (e) Schematic of a flip-chip bonded device with
spacers and corresponding height maps (f ). The height maps are approximately 11 mm by 11 mm in size. The
colors represent the deviation from the mean top-chip height on each module while the number in the
center of each sub-panel is the extracted average inter-chip spacing (measured value minus estimated
top-chip substrate thickness; in μm). Light gray vertical lines are columns that have been removed from the
data set due to a measurement artifact. Sample names are indicated by the gray text above each height map

just greater than 500 μm from the upper surface of the bottom chip to the upper surface
of the top chip, corresponding to the substrate thickness of the top chip plus the chip
separation. We level the data based on the bottom chip and select only the top chip region,
resulting in a trace [Fig. 2(c)] with a smoothly varying profile, with some tilt and bow
(curvature), and with total deviations from the mean of around 3 μm.

Performing a series of such line scans, and processing the data as discussed above, we
prepare the height maps presented in Fig. 2(d,f ). All measurements were performed with
the device in the same orientation [that depicted in Fig. 1(c)], and this attitude has been
preserved during plotting and analysis. Some line scans in the height maps are offset
downwards by ≈ 1 μm from adjacent ones due to measurement artifacts in the profilome-
ter; using a procedure described in Appendix C, we remove (mask) these traces, resulting
in the gray vertical lines in Fig. 2(d,f ). Note that, for plotting, we subtract the mean height
of the entire top-chip region for the data displayed in Fig. 2(c,d,f ). Furthermore, we point
out that this technique cannot distinguish chip separation from thickness variations of
the top chip substrate. Independently, we measure the standard deviation of our wafer
thicknesses at 1.0 μm or below (discussed further in Appendix C).

In devices without spacers [Fig. 2(d)], we observe large tilts as evidenced by the color
gradient as well as deviations relative to the mean of ±4 μm. Once spacers are added
[Fig. 2(f )], tilts are substantially reduced and there are no longer large chip-separation gra-
dients from one side of the sample to the other. Instead, now that large tilts are avoided,
we observe bowing, with the corners raised by roughly 1 μm and the center depressed by
slightly less than that.

For quantitative analysis [and the text values in Fig. 2(d,f )], we subtract the estimated
top-chip substrate thickness (from independent measurements; see Appendix C). We ob-
serve a mean separation of (5.8 ± 1.9) μm (mean ± standard deviation) over four devices
without spacers and (9.6 ± 0.8) μm for nine devices with spacers, which is closer to the tar-
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get separation and has reduced variation compared to the spacerless devices. We compute
the tilt for these chips by fitting a plane to the data using a least-squares method, convert
this to standard θ , φ spherical coordinates, and average over θ to find a mean tilt of (284 ±
166) μrad for the spacerless devices and (76 ± 36) μrad for the devices with spacers. The
remaining height maps, data processing methodology, sample details, and further analysis
of the tilt are presented in Appendix C. Thus, based on our analysis, the spacers improve
the centering of the process, bringing the chip separations closer to target and reducing
tilts as well as suppressing variance in both parameters (particularly worst-case results).
While centering issues might be improved for spacerless devices by adjusting bonding pa-
rameters, the SU-8 spacers help to center the process automatically without additional
parameter sweeps and investigation.

Furthermore, to enable comparisons to published results [22, 24, 26], we have also mea-
sured the chip-to-chip separation at the corners of the top chip with scanning electron
microscopy (SEM). While chip separation information in the middle of the sample is not
available without destructive techniques, we find quantitative agreement with the corners
of the profilometer height maps. More details about the SEM measurements and the re-
sults are presented in Appendix C.

Here we note that SU-8 spacers require some special care since they absorb common
solvents used for resist stripping and swell up, necessitating special drying procedures
and reducing the height uniformity compared to the heights immediately after spinning,
developing, and baking (discussed in Appendix B). Comparing our measured data to lit-
erature values, the relative deviations from the target height are similar to those reported
for silicon [21] and indium [22] spacers, although the silicon spacers reported yet smaller
tilts (calculated from spacer heights prior to bonding rather than measured on bonded
devices). Additionally, while the separation and tilt errors of current spacerless processes
[26] have improved compared to early reports [10], they are still larger than for processes
with spacers. Thus, despite minor fabrication issues, SU-8 performs comparably in prac-
tice to indium and silicon spacers.

The bowing apparent in Fig. 2(f ) is a concern since it could replace tilt as the dominant
source of local frequency errors. The observed bowing could be the result of the geometry
of the flip-chip bonder, elastic compression of the SU-8 spacers which leads to inelastic
compression of the indium,1 and the current layout of spacers located only at the edges of
the resonator chip. The flip-chip bonder and spacer placement can easily be adjusted, but
compression of the SU-8 requires adapting to lower-force indium bonding or replacement
by a less-compressible spacer material.

4 Resonator frequency targeting
Having shown that the SU-8 spacers improve our chip separation and planarity targeting,
we next verify that this results in reproducible parameters for microwave circuits. In par-
ticular, we investigate resonator frequencies since they are important for fast, multiplexed
readout circuits [27] in which readout resonators must be matched to Purcell filters within
tens of MHz (≈ 0.5% relative accuracy).

1The Young’s modulus of SU-8 is nearly two orders of magnitude smaller than that of silicon.
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While standard planar CPWs have electrical properties ideally determined entirely2 by
the permittivity of the substrate and the ratio, w/(w + 2s), between the center conduc-
tor width, w, and the gap width, s, the electrical properties of 3D-integrated CPWs de-
pend additionally on the layout of conducting and dielectric features on, and the dis-
tance, d, to the opposite chip [20]. Typical planar CPWs have center conductor widths,
w ≈ 10 μm [28], greater than or equal to the attainable chip separations, d, with evapo-
rated indium bumps. Since the impedance changes are particularly acute when w � d, we
utilize a smaller w = 5 μm and adapt the gaps on either side, s, to target a 50 � impedance.
This balances reduced precision of lithographic processes, increased kinetic inductance
[29], and increased losses due to the greater electric field strength [30] against separation-
dependent properties and compactness.

In addition, we can cover the chip opposite the CPW with varying amounts of metal,
which will change the boundary conditions for the electric field and hence influence the
microwave properties (phase velocity and losses); see Appendix A for concrete examples
and discussion of the limiting cases. To our knowledge, the behavior as a function of mate-
rial facing the CPW has been simulated [31] but has not been investigated experimentally
to date in this context. Here, we compare resonators on the top chip facing a solid metal
film on the bottom chip in the region opposite the CPW (metal facing) and resonators
where the metal has been etched away during device fabrication in a 140 μm wide strip
centered across from the CPW to expose the dielectric beneath (dielectric facing). For
dielectric-facing devices, we leave small strips of metal (≈ 10 μm wide) in this etched re-
gion to connect the ground planes and avoid spurious modes; see Fig. 1(c) and the device
design renders in Fig. 10 for more information.

We designed samples with two feedlines of eight weakly coupled quarter-wavelength
CPW resonators with frequencies staggered in 200 MHz increments from 4.5 GHz to
6.5 GHz and coupling quality factors of approximately 2 × 106. One feedline features
metal-facing CPWs while the other has dielectric-facing CPWs, see Fig. 1(c). Since the
feedline is located on the wiring chip while the resonators are on the other chip, we cou-
ple them with inter-chip parallel-plate capacitors. Further details about the sample designs
are available in Appendix D.

We cooled the resonators down to approximately 15 mK in a dilution refrigerator and
measured the complex scattering parameters of the resonators with a vector network an-
alyzer (VNA). Additional information about the measurement setup is available in Ap-
pendix E. We extracted the resonator frequency at a drive power which provides good
signal-to-noise ratio and where the resonator does not show nonlinear behavior using a
fitting technique which is robust to impedance mismatches [32].

In a first measurement, we verify that the fundamental resonance frequency scales with
the physical length of the resonator using a sample (design A) with 5 μm-wide CPW cen-
ter conductors. For the simplest case (the metal-facing resonators), we plot the measured
resonance frequencies against the inverse physical length, 1/�, of the resonator in Fig. 3(a)
and observe a linear scaling. This indicates that these CPWs behave as expected, with a res-
onant frequency given by vph/4� where vph is the effective phase velocity of this particular
geometry and dielectric. We fit the mean per-resonator measured frequency to a simple

2Assuming that the CPW dimensions are significantly smaller than the substrate thickness and distance to any metallic
enclosure.
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Figure 3 3D-integrated resonator frequency reproducibility. (a) Measured frequencies of a set of metal-facing
resonators vs. inverse physical length from multiple copies of the same design (plotted separately as An, see
legend) with 5 μm wide center conductors. The lower-right inset is a schematic cross-section of the layout of
the CPW line with silicon in gray and niobium in black (not to scale). (b) Differences between the measured
frequencies and the mean measured per-resonator frequency for the data in (a). (c) Measured frequency and
(d) differences from mean per-resonator frequency vs. inverse length from the dielectric-facing resonators.
The light gray lines in (a,c) are best-fit lines to a simple model discussed in the text

analytical model that accounts for the additional frequency shift due to the coupling to
the feedline (presented in Appendix F) by a least-squares method and extract a phase ve-
locity of vfit

ph,m = 1.182 × 108 m/s for this geometry. This vph may be process specific, since
the phase velocity of a CPW will depend on details such as the metal film thickness, the
degree of over-etching of the substrate, or oxide films on the various surfaces.

Furthermore, we analyze the reproducibility of the measured frequencies by comparing
the nominally identical resonators on two or three copies of this design. We plot the dif-
ference between the measured frequencies and the mean of all measured frequencies of
each resonator on the sample in Fig. 3(b) and observe a standard deviation of 4 MHz or
≈ 0.05% between the same resonators on different copies of the device (16 resonators on
two devices). This indicates excellent reproducibility for the metal-facing CPW geometry.

Next, we investigate the case of CPWs with a 5 μm-wide center conductor and dielec-
tric facing the CPW line. We again find frequencies proportional to 1/� [Fig. 3(c)] and fit a
phase velocity of vfit

ph,d = 1.175 × 108 m/s. For these resonators, we observe a standard de-
viation between different copies of the same resonator of 16 MHz [Fig. 3(d); 24 resonators
on three devices]. This deviation is dominated by copy A3 which had slightly damaged
spacers (for reasons discussed in Appendix B) and a rightward tilt with a magnitude twice
as large as that of the other two copies [samples A1, A2, and A3 were also measured by
mechanical profilometry and their height maps are plotted in order from left to right in
the lower row of Fig. 2(f )]. Since the resonators decrease in length from left to right along
each feedline, the rightward tilt of the top chip on copy A3 is expected (see Fig. 5) to shift
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the frequency of the shorter resonators downward more than the longer ones, as observed
in Fig. 3(d). Excluding this device, we calculate a standard deviation of 4 MHz across 16
resonators on two devices.

Combining the results of both metal- and dielectric-facing resonators, we find a fre-
quency difference standard deviation 16 MHz and a maximum difference between two
nominally identical resonators of 50 MHz (4 MHz standard deviation and 8 MHz max-
imum difference when excluding sample A3). For similar 3D-integrated devices without
spacers, we find a standard deviation of 4 MHz and a maximum difference of 17 MHz (32
dielectric-facing resonators on two devices), while for planar devices fabricated using sim-
ilar methods but without spacers or indium bumps, we find a mean frequency difference
standard deviation of 16 MHz and a maximum frequency difference of 59 MHz within a
single wafer or 23 MHz and 64 MHz across wafers (28 resonators on eight devices spread
over three wafers).

Although these data for devices with spacers are from a single fabrication round, they
show comparable frequency reproducibility to devices without spacers, indicating that
the spacer process itself does not worsen frequency reproducibility. Furthermore, since
the frequency reproducibility of the devices with spacers is below typical wafer-to-wafer
frequency variations from planar devices, the flip-chip bonding process is not expected
to limit the frequency repeatability of weakly coupled CPW resonators. Resonators with
larger coupling capacitors may show greater sensitivity to inter-chip spacing deviations
since the spurious capacitances to ground that shift the frequency (see Appendix F) will
depend on d. For 3D-integrated devices, the frequency targeting is expected to be con-
founded by inter-chip separation deviations or tilt (see Fig. 5) but here the reduced varia-
tion observed in devices with spacers should limit this effect.

Given good frequency reproducibility, it is useful to model the phase velocity of such
resonators to target specific frequencies in future designs. Typical approaches include an-
alytical techniques such as conformal mapping [20, 33, 34] or finite-element (FEM) simu-
lations [26]. We find that conformal mapping calculates phase velocities of vCM

ph,m = 1.215×
108 m/s (vCM

ph,d = 1.185 × 108 m/s) for the metal-facing (dielectric-facing) CPWs while 3D
radio-frequency (RF) FEM simulations produce phase velocities of vFEM

ph,m = 1.233×108 m/s
(vFEM

ph,d = 1.205 × 108 m/s). These values are within 5% of the measured values in the worst
case, and a large portion of the remaining error is likely attributable to kinetic inductance
[29, 35]. In general, accurately modeling the absolute frequencies of CPW resonators is
challenging due to: (i) geometrical effects resulting from fabrication such as the metal
thickness and the over-etch into the substrate; (ii) kinetic inductance of the Cooper pairs
in the superconductor which depends on the film thickness and penetration depth; and
(iii) parasitic effects missing in the equivalent model. Complicating matters further, (i) and
(ii) may vary spatially across the wafer.

5 Resonator quality factors
Having analyzed the reproducibility of resonator frequencies and modeled them, we next
evaluate the impact of the additional process steps introduced for the 3D-integrated sam-
ples on the low-photon number internal quality factors of the CPW resonators. Quality
factors at this power are important since this is a standard benchmark and the regime
in which qubits are operated [36]. For the w = 5 μm CPWs, we find a mean internal
quality factor at single photon levels, Qint,1ph, of (0.5 ± 0.1) × 106, with no statistically
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Figure 4 Analysis of 3D-integrated resonator quality factors. (a) Distribution of single-photon internal quality
factors for 16, w = 5.0 μm, CPW resonators on one device. (b) Internal quality factor vs. CPW center conductor
width, w, for both metal and dielectric-facing resonators. A logarithmic x-axis scale is used for visual clarity.
The pink region indicates the mean and one standard deviation interval for the planar CPW resonators with
w = 10 μm and aq. HF treatment prior to cooldown. The dashed lines are the result of participation-ratio
analysis of the different geometries

significant difference between metal-facing and dielectric-facing resonators [Fig. 4(a)].
This is comparable to 3D-integrated devices without spacers, where we observe Qint,1ph =
(0.5 ± 0.1) × 106 over 16 dielectric-facing resonators with w = 4 μm. We provide the in-
ternal quality factor data as a function of internal photon number for all samples in Ap-
pendix G and discuss the calculation of the resonator internal photon number in Ap-
pendix H.

Considering a second sample (design B) where the CPW center conductor width is set
to 2.5 μm, 5 μm, 10 μm and 20 μm for different resonators while adapting the gap size to
approximately maintain a 50 � impedance according to the conformal mapping model (re-
sulting in proportionally larger gaps at large w), we observe that the internal quality factors
are strongly affected by CPW size, scaling by a factor of ≈ 5 from w = 2.5 μm to w = 20 μm
[Fig. 4(b)]. We expect larger w and gaps to reduce the field strength and thus the participa-
tion of lossy interfaces, resulting in increased quality factors. Indeed, the observed depen-
dence agrees qualitatively with numerical participation-ratio analysis of the geometries
(discussed in Appendix I). Importantly, the w = 10 μm resonators have Qint,1ph ≈ 1 × 106,
which is comparable to Qint,1ph = (1.0 ± 0.2) × 106 in airbridge- and qubit-free, hydrogen-
fluoride (HF) treated planar resonators with identical w produced in our lab using similar
fabrication techniques but without SU-8 spacers or indium bumps. Thus, the SU-8 spacer
process does not limit resonator quality factors at this level and the 5 × 105 quality fac-
tors reached by the w = 5 μm resonators on both the A and B samples are likely limited
by our decision to use a smaller w compared to planar designs to reduce the sensitivity
of transmission line properties on chip separation rather than additional steps in the 3D
integration process.

6 Discussion
To improve parameter reproducibility of indium flip-chip bonded superconducting mi-
crowave circuits, we have developed an SU-8 spacer process. We showed that the spacers
reduce the mean chip separation error to a mean of (0.4 ± 0.8) μm and tilt to a mean of
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(76 ± 36) μrad. Furthermore, we demonstrated the ability of the profilometry technique to
characterize the entire bonded area by uncovering bowing which is not visible with SEM
measurements of the chip corners or pre-bonding measurements of the spacer heights.
Additional investigation of such bowing is required, particularly the impact of additional
spacers. SU-8 spacers have advantages due to the simplicity and accessibility of their fabri-
cation process. Based on our measurements, SU-8 spacers perform comparably to silicon
and indium spacers. However, further study will be needed to evaluate their qubit com-
patibility and the best approach, particularly given their propensity for absorbing solvents
during standard cleaning steps used in state-of-the-art qubit fabrication.

We also verified that the reproducible chip separation results in CPW resonator fre-
quencies with statistical device-to-device frequency deviations below the typical wafer-
to-wafer variations, which should enable multiplexed readout circuits including Purcell
filters in future work. For 3D-integrated CPWs with a 5 μm-wide center conductor, we
found that standard techniques do not model the phase velocities with sufficient preci-
sion for ab initio device design and will need to be refined in future studies, particularly by
investigating kinetic inductance in these geometries. Future work could also intentionally
vary the height of the SU-8 spacers to correlate frequency shifts with inter-chip separation,
which would also help to improve our models.

Measurements of the resonator quality factors show that the flip-chip bonding process
preserves the low-loss material interfaces of a similar planar fabrication process at the level
of quality factors of 5 × 105. Resonators with wider center conductors reached higher in-
ternal quality factors in exchange for potentially increased sensitivity to chip separation
deviations. We did not find significant differences between metal- and dielectric-facing
resonators, indicating that we can use either based on design convenience. In particular,
due to their reduced phase velocity sensitivity on chip spacing deviations, dielectric-facing
resonators may be preferred at the cost of physically longer resonators due to their lower
phase velocity. More work is needed to investigate alternative geometries (microstrip-
like) to avoid the quality-factor penalties of narrow CPW lines and preserve separation-
independent properties.

Appendix A: Frequency dependence on chip separation
Since it is challenging to accurately produce a sequence of chips over a large range of target
separations, we turn to simulations to numerically explore the influence of chip separation
on the frequency of CPW resonators. We consider a center conductor width, w of 10 μm
and gaps of 5.5 μm to ground on either side on top of 525 μm of silicon with a relative
permittivity, ε = 11.45 [37], and assume that there is either a 525 μm thick piece of silicon
(dielectric-facing) or a sheet of metal (metal-facing) a distance d away on the opposite
chip. We calculate the phase velocity, vph(d) using 3D RF FEM simulations and plot the
relative frequency shift of a resonator as the ratio vph(d)/vph(10 μm) in Fig. 5.

The dielectric-facing CPW resonator shifts downwards in frequency with decreasing
chip separation due to the increasing electric field participation in the dielectric (increas-
ing the effective permittivity εeff and lowering vph). The metal-facing CPW resonator shifts
upwards in frequency with decreasing chip separation due to the increasing electric field
participation in the vacuum region between the center trace and the metal film above
(increasing vph). Decreased chip separation relative to the target value results in larger
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Figure 5 Simulated relative frequency shifts as a function of inter-chip spacing for dielectric- and
metal-facing CPW resonators

deviations than increased separation, and metal-facing CPWs experience far larger fre-
quency shifts with changing d than dielectric-facing ones due to the different boundary
conditions.

In both cases, we see that < 1 μm deviations around the target distance of 10 μm result
in frequency changes below 1%, but large negative deviations (≈ 5 μm) result in frequency
shifts of at least a few percent or hundreds of MHz for resonant frequencies around 5 GHz.

Furthermore, we have simulated CPWs with w = 5 μm and gaps of 3.24 μm (3.14 μm)
for the metal-facing (dielectric-facing) resonators, which show reduced frequency shifts
with changing d compared to the w = 10 μm CPWs, motivating our choice of w = 5 μm
for the devices in this work.

The absolute phase velocities for the w = 5 μm CPWs at d = 10 μm are presented in the
main text. For the w = 10 μm CPWs at d = 10 μm, we calculate vFEM

ph,m = 1.275 × 108 m/s
(vFEM

ph,d = 1.190 × 108 m/s) for the metal-facing (dielectric-facing) CPWs.
We recently became aware of another work [31] that also simulates 3D-integrated CPW

resonator frequencies as a function of inter-chip separation and whether the resonators
are metal- or dielectric-facing. Li et al. found similar shifts using finite-element and con-
formal mapping techniques and propose a spacing-insensitive design mixing metal- and
dielectric-facing regions on a single resonator.

Appendix B: Fabrication details
B.1 Niobium deposition and patterning
We fabricate the devices discussed in this work on 100 mm, (100)-orientation, high-
resistivity (> 20 k� cm) intrinsic float-zone silicon wafers (Topsil GlobalWafers A/S). We
clean the wafers for 5 min in a 1 : 1 mixture of 25% ammonium hydroxide (NH4OH) and
30% hydrogen peroxide (H2O2) at 60°C to remove organic contaminants before stripping
the native silicon oxide for 60 s in a 7% solution of hydrofluoric acid (HF) in water at room
temperature and then rinsing with de-ionized (DI) water. Within 20 min, we place the
cleaned wafers into the load-lock of an ultra-high-vacuum (base pressure < 1 × 10–7 Pa)
magnetron sputtering system (AJA International Inc.), where we sputter ≈ 125 nm of nio-
bium from a 100 mm niobium target (99.99%, ACI Alloys, Inc.) in a face-to-face geometry
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over 300 s with a 25 sccm flow of Ar resulting in a chamber pressure of ≈ 1 Pa. Before
venting to the atmosphere, we expose the fresh niobium film to nitrogen gas for 15 min.

After unloading the wafer, we clean it with sonication in a 50°C bath of isopropanol
to remove particles before spinning AZ 5214E (EU) photoresist (Microchemicals GmbH)
(45 s of spinning at 4000/min followed by a 60 s bake at 105°C on a hotplate). We expose the
wafers in contact mode with a mask aligner (EV Group, EVG 620NT) at an exposure dose
of 60 mJ/cm2 of an even mix of 365 nm, 405 nm and 420 nm light-emitting-diode (LED)
illumination. After exposure, we develop the resist for 60 s in AZ 726 MIF (Microchemicals
GmbH) followed by 60 s of rinsing in DI water and a spin rinse and dry. We etch the now-
exposed niobium film in a reactive-ion etcher (Oxford Instruments, Plasmalab 80 Plus)
using SF6 chemistry, a chamber pressure of 9 × 102 Pa, a flow rate of 5 sccm, and an RF
power of 100 W for approximately 240 s using the reflectivity of the surface to a helium-
neon laser to determine the end of the etch. We strip the resist for at least 120 min in 80°C
N-Methyl-2-pyrrolidone (NMP) followed by 10 min NMP, acetone, and then isopropanol
sonication at 50°C.

After stripping, we measure step heights from the niobium surface to the silicon below
of approximately 155 nm in the center of the wafer increasing to 185 nm at the edge of
the wafer using mechanical profilometry. Using our measured niobium thickness of ap-
proximately 125 nm in the center of the wafer, this indicates over-etches into the silicon
of approximately 30 nm in the center and 60 nm at the edge of the wafer.

B.2 SU-8 patterning
Before starting the patterning of the SU-8, we clean the wafers for 60 s in a 7% HF solution
at room temperature and then rinse with DI water. We spin SU-8 3010 (Kayaku Advanced
Materials, Inc.) for 60 s at 3000/min and then allow the film to rest for 5 min on the spinner
before soft baking for 180 s at 95°C. We expose the SU-8 on a mask aligner (EVG 620NT)
in contact mode at an exposure dose of 200 mJ/cm2 of 365 nm LED illumination and per-
form post-exposure bakes at 65°C for 60 s and then 300 s at 95°C on a vacuum hotplate. We
develop for 90 s in mr-Dev 600 and then wash several times in alternating isopropanol and
mr-Dev 600 baths until no residues remain. To improve the mechanical resilience of the
SU-8 spacers, we next hard bake at 180°C for 900 s. Finally, we perform mechanical pro-
filometer (Bruker Corp., DektakXT) measurements of the niobium and SU-8 thicknesses.

We note that, since the baking temperature of typical electron-beam-lithography (EBL)
resists used for Josephson junction fabrication are above the melting temperature of in-
dium (156°C), EBL needs to be performed prior to indium deposition.

B.3 Indium patterning
Before starting the indium patterning, we clean the wafers for 60 s in a 7% HF solution
at room temperature (45 s for wafers with SU-8) and then rinse with DI water. We start
by spinning AZ nLOF 2070 (Microchemicals GmbH) for 1 s at 3000/min with 1 s ramps
on either side before allowing the wafer to rest on the spinner for 300 s with the lid open.
Then, we soft bake for 30 s at 100°C before removing the edge bead with a few mL of
propylene glycol methyl ether acetate (PGMEA) while spinning at 500/min and then 30 s
at 1500/min once the PGMEA has been applied. We bake for 360 s at 100°C on a vacuum
hotplate and then expose on a mask aligner (EVG 620NT) in contact mode at an exposure
dose of 110 mJ/cm2 of an even mix of 365 nm, 405 nm and 420 nm LED illumination. Next,
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we perform a post exposure bake at 110°C for 60 s on a vacuum hotplate before developing
in AZ 826 MIF (Microchemicals GmbH) for 90 s and then rinsing in DI water. We then
load the wafer into a thermal evaporator (Plassys Bestek, ME450S-In) and perform an in-
situ argon ion mill for 300 s at a beam voltage of 500 V, a beam current of 35 mA, and
an argon flow of 6 sccm. Without breaking vacuum, we evaporate ≈ 10 μm of indium at
10 nm/s with the wafer temperature held at approximately 4°C in a water-cooled chuck.
To complete the indium deposition, we lift-off the indium on top of the resist film in 50°C
acetone over 120 min.

B.4 Dicing, cleaning, and SU-8 drying
With the indium patterning completed, the individual dies are finished. To prepare for
dicing, we spin AZ 4533 (Microchemicals GmbH) resist for 60 s at 1000/min before baking
for 90 s at 80°C to protect the front surface of the wafer. After dicing, we clean individual
chips with isopropanol and acetone to remove the resist followed by 15 min in 80°C NMP
to remove resist residues, then 60 min in 50°C acetone and bake for at least 12 h in a
vacuum oven at 50°C and 2 × 104 Pa to remove the solvents from the SU-8 spacers.

Immediately after spinning, exposure, development, and baking, the mean SU-8 3010
spacer height is (10.00 ± 0.04) μm. However, after immersing in warm solvents (in partic-
ular, NMP), the SU-8 spacers increase in thickness up to 25%, which we counteract with
a solvent-exchange and drying procedure (detailed above). Immediately prior to bonding,
the SU-8 spacer height is approximately (10.2 ± 0.2) μm.

If used within several weeks of fabrication, the SU-8 spacers are robust to the cleaning
procedure described above. After sitting under protective photoresist for several months,
many of the spacers partially or fully delaminate during NMP cleaning. A short acetone
and isopropanol cleaning may be used in this case, although this could affect the resulting
internal quality factors.

B.5 Flip-chip bonding and packaging
Then we flip-chip bond the bottom and top chips together in a flip-chip bonder (Smart
Equipment Technology Corp. SA, FC150). The bonder uses an autocollimator to ensure
that the bottom and top chips are parallel prior to bonding and a split-prism microscope
inserted between the chips to align them laterally. We calibrate the parallelism of the arm
and chuck, align the autocollimator, and finally align the microscope so that it points to
the same locations on the chuck and arm. After inserting the chips, we align the bottom
and top chips in five axes (lateral position and rotation as well as the two rotation axes for
parallelism) and press them together at room temperature with a force between 10 N/mm2

to 40 N/mm2 of indium (20 N/mm2 typical). Unlike Ref. [10], we do not use atmospheric
plasma cleaning to remove the indium oxides prior to bonding. We discuss the available
information we have on our bump-bond galvanic connection yield in Appendix J.

After flip-chip bonding, we glue (GE 7031 Varnish) the module onto an oxygen-free high
thermal conductivity (OFHC) copper base with a microwave printed circuit board (PCB)
attached. Next, we connect launchers on the PCB and bottom chip using a manual wedge-
type wire bonder (West Bond, Inc., 7476E) with 25 μm diameter aluminum wire. Finally,
we close the sample package with a 6082 aluminum alloy lid and vacuum bag the sample
for transport from the cleanroom to the laboratory where it is installed in a cryostat.
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Figure 6 High-resolution composite micrographs of a copy of sample design B with varied CPW center
conductor width. (a) Bottom chip. (b) Top chip

B.6 Additional imagery
We present additional composite micrographs of a copy of the design B with varied CPW
center conductor width in Fig. 6. These composite images have been created by aligning
and merging numerous images taken with a microscope including corrections for lighting
non-uniformity (Hugin) before performing curve adjustments to increase contrast (GNU
image manipulation program). The micrographs in the main text [Fig. 1(c,d,e)] are desat-
urated versions of these micrographs which have been artificially colored.

Appendix C: Mechanical measurements
C.7 Mechanical profilometry
We measure each bonded module in the mechanical profilometer (Bruker Corp., Dek-
takXT) starting from the lower-right corner of the bottom chip. The dektak scans first ver-
tically from bottom to top and then repeats such scans from the right edge of the bonded
device until the left edge. We level the data by fitting a plane to bottom chip region in the
complete dataset with a least-squares method and then subtracting this plane from the
entire dataset.

Next, we subtract the substrate thickness from the measured top-chip heights. We first
estimate the thickness of the substrates by accurately measuring the thickness of other
wafers from the same batches using a precision micrometer (Mitutoyo Corp., MDH-
25MB). We used two different types of wafers for these devices: double-side polished for
the mechanical test samples, and single-side polished for the resonator samples. We find
that our double-side polished wafers have a mean thickness of (505.9 ± 1.0) μm and that
our single-side polished wafers have a mean thickness of (525.2 ± 0.4) μm. We thus crop
the data to just the top-chip region and subtract the appropriate substrate thickness to
arrive at the extracted chip separations. Finally, we mask out (remove) individual vertical
line scans where the mean finite difference from column n to n + 1 is greater than 0.5 μm,
corresponding to the artifacts where the mechanical profilometer has measured an entire
line scan lower than the adjacent ones.
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Figure 7 Spherical coordinates of planes fit to the mechanical profilometry data

We fit a plane, –ax – by – c + z = 0 to the estimated chip-separation data using a least-
squares procedure with the following equation: A�v = �zT

meas, where A is a [�xT
meas, �yT

meas, �1T ]
and �v = [a, b, c]T . The normal vector to this plane is given by n̂ = �w/‖�w‖ with �w = [–a, –b, 1].
We convert this normal to spherical coordinates following ISO convention

r = ‖�n‖ = 1 (C.1)

θ = arccos

(
n̂[3]

r

)
(C.2)

φ = sgn
(
n̂[2]

)
arccos

(
n̂[1]√

n̂[1]2 + n̂[2]2

)
. (C.3)

A two-dimensional plot of these data (Fig. 7) shows a clear bias towards the right which
may be a result of our particular flip-chip bonder and calibration procedure. The mean
values reported in the main text in Sect. 3 are the average value of θ . Since the data is
not centered around the origin, the non-negative aspect of θ should not confound the
comparison of mean θ values discussed in the main text.

The remaining height maps are presented in Fig. 8, and the device parameters and anal-
ysis results are given in Table 1.

C.8 Scanning-electron microscopy
We image the corners of the top chip of a bonded device edge-on with two different de-
tectors in the scanning-electron microscope (SEM) and measure the gaps manually using
changes in contrast to detect the bottom-chip and top-chip edges (see Fig. 9) Since the
bottom-chip edge is visible only by differences in local contrast due to depth-of-focus,
there is some ambiguity in these measurements which we attempt to reduce by using two
different detectors. Additionally, since we are only within a few degrees of perpendicular
to the edge, we estimate that these measurements have an uncertainty of a few hundred
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Figure 8 Mechanical profilometry height maps of modules not included in Fig. 2(d,f ). (a) Modules without
spacers. (b) Modules with spacers. Light gray vertical lines are columns that have been removed from the data
set due to a measurement artifact. Sample names are indicated by the gray text above each height map

Table 1 Mechanical measurement results. Samples A1 through M3 have spacers unless noted
otherwise. Samples N1 through N4 have no spacers. pb : bonding pressure, c – tw,est : fit plane height
minus estimated wafer thickness (from independent measurements), θ : fit plane polar angle, φ : fit
plane azimuthal angle

Name pb c – tw,est θ φ Note
(N/mm2) (μm) (μrad) (rad)

A1 20 10.37 88.0 5.79
A2 20 9.32 57.7 5.72
A3 20 9.01 160.9 5.83 Partially

delaminated
spacers

B1 20 10.09 45.2 5.71
B2 20 9.68 74.7 5.77
C1 20 10.72 88.0 6.28
D1 20 10.18 75.7 5.42
M1 10 9.54 64.6 0.69
M2 20 8.30 29.7 0.44
M3 40 8.39 163.2 1.06

N1 20 5.51 376.1 6.23
N2 10 8.89 180.1 0.62
N3 20 3.98 76.9 6.03
N4 40 4.69 502.6 0.40

nm. We then average the chip separations from both detectors into a single value for that
corner. The average separation for the module is the mean of the corner separations. To
compute the tilt, we utilize the methodology of Ref. [26], i.e. we compute the inverse tan-
gent of the chip separation difference divided by the lateral distance for all six corner pairs
on the device and quote the largest value. A tilt extracted from fitting a plane to the mea-
sured data is typically lower than these worst-case local tilts.

Without spacers, we calculate a mean per-module corner separation of (6.1 ± 0.2) μm
and mean per-module worst-case tilt of (450 ± 200) μrad across four bonded modules.
This calculation is similar to that of Ref. [26] and we find comparable, although slightly
worse, values. With spacers, we extract a separation of (11.0 ± 0.3) μm and a tilt of (62 ±
26) μrad over nine modules. All devices in Table 1 excluding sample A3 are included in this
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Figure 9 Edge-on SEM micrographs of one corner of a flip-chip bonded device: (a) In-lens detector,
secondary electrons. The cursor height, corresponding to the measured separation and indicated by the pink
bar, is 10.90 μm. (b) Secondary electron detector. The cursor height is 10.80 μm

Figure 10 Renders of the device designs: (a) Sample A with uniform w and s for each CPW resonator type. (b)
Detail of an inter-chip coupler between a feedline and a resonator. (c) Sample B with swept w and s for each
CPW resonator type. In all images, niobium is shown as light gray on the bottom chip and darker gray on the
top chip. Areas of exposed silicon on the bottom chip are rendered in light blue while equivalent areas on the
top chip are rendered in magenta. Indium bumps are rendered in green and SU-8 spacers are rendered in
yellow

set of nine devices. We find that the corner separations extracted from SEM measurements
are consistent with the mechanical profilometry. The larger inter-chip separation results
from the SEM method are likely caused by the observed bowing.

Appendix D: Sample details
All results in this work are based on 14.3 mm by 14.3 mm bottom chips and 12.0 mm by
12.0 mm top chips. We present renders of the resonator sample device designs in Fig. 10.
For the mechanical tests, additional samples with a uniform array of bumps and no CPWs
were used. Devices with SU-8 spacers have four 600 μm by 600 μm rectangles of SU-8
placed on the bottom chip just within the outline of the top chip. They are sized such that,
assuming a Young’s modulus of 2 GPa [38], we expect a compression of only 7% when
using a bonding force of 200 N.

The indium bumps are 10 μm high, 25 μm diameter, and have a pitch of 100 μm. The
samples have a total number of bumps ranging from 8297 to 11,096, resulting in a total
area of between 4 mm2 and 5.4 mm2 of indium.

The dimensions of the CPW resonators for sample design A are listed in Table 2. The
resonators are coupled to the feedline with parallel-plate capacitors made of overlap-
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Table 2 CPW resonator parameters of design A. Resonator indices increase from left to right along
the feedline; 0 to 7 refer to the metal-facing resonators on the upper feedline while 8 to 15 refer to
the dielectric-facing resonators on the lower feedline. w: center conductor width, s: gap width, �:
physical length, 〈ωm〉: mean measured resonance frequency

Index w [μm] s [μm] � [μm] 〈ωm〉/2π [GHz]

0 5.00 3.24 6049.8 4.9729
1 5.00 3.24 5816.1 5.1724
2 5.00 3.24 5599.7 5.3748
3 5.00 3.24 5398.7 5.5797
4 5.00 3.24 5211.6 5.7865
5 5.00 3.24 5037.0 5.9921
6 5.00 3.24 4873.7 6.1990
7 5.00 3.24 4720.5 6.3988

8 5.00 3.14 6749.1 4.3347
9 5.00 3.14 6447.9 4.5386
10 5.00 3.14 6172.4 4.7407
11 5.00 3.14 5919.4 4.9423
12 5.00 3.14 5686.2 5.1448
13 5.00 3.14 5470.6 5.3458
14 5.00 3.14 5270.7 5.5467
15 5.00 3.14 5082.8 5.7475

ping 16 μm by 16 μm square pads with a uniform 22 μm gap to ground on all sides [see
Fig. 10(b)]. In electrostatic simulations (Ansys, Inc., Maxwell 2022 R1, discussed in more
detail in Appendix K), we compute a capacitance of approximately 0.44 fF between the
pads, and surplus capacitances to ground (compared to a coplanar waveguide of the equiv-
alent length) of approximately 0.6 fF on the resonator and feedline side. We define the
physical length of the resonators, �, to start from the center of the square coupling capac-
itor pad.

Appendix E: Microwave measurement setup
The signal path (see Fig. 11) begins at a vector network analyzer (Agilent Technologies,
N5230C) before passing through a 40 dB attenuator and then an inner and outer DC block.
The cryostat (Bluefors Oy, LD250) features further 20 dB attenuators at the 4 K, 100 mK,
and 15 mK stages of the input line before a final custom coaxial Eccosorb filter (Laird
plc., Eccosorb CR-110). The reasoning behind this choice of attenuators is presented in
Ref. [39]. The sample is enclosed in a package with a copper base and aluminum lid and
then placed inside a high-purity aluminum magnetic shield surrounded by two high per-
meability nickel-alloy shields (Magnetic Shields Ltd., Cryophy). The output line features
an isolator (Low Noise Factory, ISIS4_12A), a 20 dB directional coupler, a traveling wave
parametric amplifier (TWPA) (MIT Lincoln Labs), another LNF isolator, and then a band-
pass filter on or below the base temperature stage. The output line then has an additional
circulator at the 100 mK stage and a high-electron mobility transistor (HEMT) amplifier
(LNF, LNC4_8A) at the 4 K stage. Outside the cryostat, the output line has an inner and
outer DC block and the room-temperature amplification chain consisting of: an ultra-low-
noise amplifier (ULNA), a low-pass filter, a 10 dB attenuator, a low-noise-amplifier (LNA),
a 3 dB attenuator, and another inner and outer DC block.

Our measurements were performed without pumping the TWPA (i.e. with it off) to
avoid saturation effects at high probe powers and frequency-dependent gain that might
distort the resonator lineshapes.
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Figure 11 Diagram of our measurement setup for the cryogenic microwave measurements

Appendix F: Analytical resonator model
Here, we analyze an electrical model of a CPW resonator capacitively coupled to a feedline
to determine the resonant frequency under this additional loading and to find a model to
extract the CPW phase velocity from resonator frequency measurements as a function of
resonator length. As shown in Fig. 12, we consider our resonator as a quarter-wavelength
(λ/4) transmission line of impedance Z0,r and bare resonance frequency ω0 connected to
a two-ended feedline of impedance Z0,f by a coupling capacitance Cc. We include a para-
sitic capacitance to ground Ccgr (Ccgf ) on the resonator (feedline) side and expect that the
spurious capacitance to ground on the resonator side will lower the resonant frequency.

We write out the total impedance of the circuit about the selected node (the blue dot
in Fig. 12) and extract the loaded resonant frequency from the poles of this impedance.
Setting Ccgf = 0 to simplify notation (it only contributes at high order) and assuming
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Figure 12 Circuit representation of the coupling circuit between the λ/4 resonators and the feedline

Figure 13 Resonator internal quality factor as a function of internal photon number. (a) Sample A1. (b) Planar
(P1 and P2) samples as well as a 3D-integrated sample without spacers (S1). (c) Sample B1. Vertical bars at
each point represent the uncertainty of the fit

(CcZ0,fω/2)2 is small, we find the resonance condition:

tan

(
π

2
–

�

vph

ωr

2π

)
– (Cc + Ccgr)Z0,rωr = 0 (F.1)

where we have substituted ω0 = vph/4� for a λ/4 resonator with phase velocity, vph, and
physical length �. Assuming that the capacitive frequency shift is small, so ωr ≈ ω0, we
can expand the tangent and arrive at a solution for ωr:

ωr =
π

2
1

�
vph

+ (Cc + Ccgr)Z0,r
. (F.2)

We fit this model to our measured resonator frequencies using the design lengths (Table 2)
with the phase velocity and b = (Cc + Ccgr)Z0,r as free parameters.

Appendix G: Additional resonator quality factor data
The power dependence of the measured quality factors for devices A1 and B1 discussed
in the main text as well as the spacerless control S1 and planar controls, P1 and P2, are
presented in Fig. 13.

Appendix H: Resonator internal photon number
We compute the internal photon number of the resonator as a function of applied power
using the following formula, which can be easily derived [40]

nint = 2
κPapp

�ω0(κ + γ )2 (H.1)
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where κ is the coupling rate to the feedline, Papp is the power applied at the input port of
the sample, � is the reduced Planck constant, ω0 is the resonant frequency, and γ is the
internal loss rate. We subtract the input line attenuation measured at room temperature
from the power supplied by the VNA to arrive at the power applied to the sample input
which results in uncertainty of a few dB.

Appendix I: Participation-ratio analysis
To understand the influence of the CPW geometry on losses, we numerically analyze the
electric-field distribution, focusing on the fraction of the electric field energy (the partic-
ipation ratio) stored in thin layers on the surfaces of the CPW and substrate representing
amorphous surface oxides which are believed to host two-level systems (TLS) that induce
loss [36]. This technique is widely used to correlate device geometry with losses and thus
quality factors [41, 42].

We partition a two-dimensional, side-cut slice of the chosen CPW geometry into metal,
substrate, and vacuum bulk regions as well as metal—substrate (MS), metal—vacuum
(MV), and substrate—vacuum (SV) interface regions [41, 43]. We follow standard practice
and treat the interface regions as having a thickness of 10 nm and a dielectric constant of
ε = 10 [41, 43, 44]. We calculate the electric field distribution using an electrostatic solver
(Ansys, Inc., Maxwell 2022 R1) configured to perform adaptive meshing steps until the
change in participation ratios of the regions outlined above is below 1% from one iter-
ation to the next. We repeat such simulations for all CPW geometries of device B and
interpolated values of w in between the measured geometries. See Fig. 14 for a diagram
of the different regions considered as well as the final mesh for a w = 2.5 μm, s = 1.49 μm
CPW line.

Since the participation ratios in the different lossy interfaces are highly correlated
(meaning that they scale together with changes in w or s) [44], we are unable to use the
calculated participation ratios along with the measured internal quality factors to extract
loss tangents of the interfaces (for this, devices with extreme geometries [e.g. isotropically
etched trenches in the CPW gaps] would be required, as in Ref. [44]). Instead, we follow a
simplified procedure to create the participation-ratio curves in Fig. 4, described here. For
each geometry, we compute the total interface participation, p� :

p�(w, x) =
∑

i

pi(w, x) (I.1)

where pi is the participation ratio in one of the three lossy interfaces (MS, MV, or SV), w is
the CPW center conductor width, and x is either metal- (m) or dielectric-facing (d). Then,
we compute relative Q-factors:

Qpr(w, x) = Qmeas(5 μm, x)
p�(5 μm, x)

p�(w, x)
(I.2)

using the mean single-photon internal quality factors for the w = 5 μm resonators of each
type on device B.

Compared to the measured data, this procedure overestimates the quality factors at
large w, likely since it does not separate the power-dependent (two-level system) and
power-independent losses which add in parallel, e.g. as done in Ref. [43]. Furthermore,
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Figure 14 Meshing of the participation-ratio simulations. Gray is bulk substrate, green is metal—substrate
interface, red is metal—vacuum interface, and yellow is substrate—vacuum interface region. The mesh
triangles are outlined in blue. The inset presents a detailed view of the 10 nm interface region near the lower
corner of the CPWmetal where the electric-field is highest

the participation-ratio curves in Fig. 4 overestimate the quality factors at small w slightly,
which could be due to our equal weighting of all interfaces.

Appendix J: Indium bump connection yield
Chains of hundreds or thousands of bumps are typically used to quantify the yield and
performance of indium bump galvanic connections [8, 10]. However, these measurements
require specific DC measurement equipment.

We have fabricated a sample containing 16 λ/4 resonators where the shorted end of
the resonator is connected to the ground plane only through an indium bump at the cur-
rent antinode. Thus, the resonator will only be measured at the expected frequency if the
indium bump forms a galvanic connection. We find all 16 resonances at the expected fre-
quencies and they have a mean single-photon internal quality factor of (0.5 ± 0.1) × 106.
Treating the resonator as a lossless transmission line shorted through a load resistor ZIn,
we find that a bump resistance of approximately 0.1 m� is needed to produce internal
quality factors of 0.5 × 106. Since the physical resonators will have internal loss similar
to the device A values, the actual resistance per bump is likely much smaller given the
indistinguishable internal quality factors.

Appendix K: Finite-element electrostatic simulations
We simulate the capacitance matrix of the coupling capacitors discussed in this work us-
ing a finite-element electrostatic solver (Ansys, Inc., Maxwell 2022 R1). We model each
conductor as 125 nm-thick perfect electrical conductor. We assign voltage excitations to
the ground planes and capacitor pads and then simulate until the change in total energy
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from one iteration to the next is below 0.1% for a minimum of two converged passes. The
simulation volume of 1000 μm by 1000 μm by 1060 μm is significantly larger than the
≈ 60 μm capacitor dimensions (cf. Section D).
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C. Rapid high-fidelity multiplexed readout of superconducting qubits. Phys Rev Appl. 2018;10:034040.
https://doi.org/10.1103/PhysRevApplied.10.034040.

28. Göppl M, Fragner A, Baur M, Bianchetti R, Filipp S, Leek PJ, Puebla G, Steffen L, Wallraff A. Coplanar waveguide
resonators for circuit quantum electrodynamics. J Appl Phys. 2008;104:113904. https://doi.org/10.1063/1.3010859.

29. Watanabe K, Yoshida K, Aoki T, Kohjiro S. Kinetic inductance of superconducting coplanar waveguides. Jpn J Appl
Phys. 1994;33:5708. https://doi.org/10.1143/JJAP.33.5708.

30. Gao J, Daal M, Vayonakis A, Kumar S, Zmuidzinas J, Sadoulet B, Mazin BA, Day PK, Leduc HG. Experimental evidence
for a surface distribution of two-level systems in superconducting lithographed microwave resonators. Appl Phys
Lett. 2008;92:152505. https://doi.org/10.1063/1.2906373.

https://doi.org/10.1103/PRXQuantum.2.030305
https://doi.org/10.1038/s41534-017-0044-0
https://doi.org/10.48550/arXiv.1708.02219
https://doi.org/10.1088/2058-9565/aa94fc
https://doi.org/10.48550/arXiv.1708.02226
https://doi.org/10.48550/arXiv.2103.08536
https://doi.org/10.1038/nature12422
https://doi.org/10.1063/1.4863745
https://doi.org/10.1088/1367-2630/ab7d7d
https://doi.org/10.1140/epjqt/s40507-018-0066-3
https://doi.org/10.1038/npjqi.2016.2
https://doi.org/10.1109/MMM.2020.2993478
https://doi.org/10.1038/s41534-021-00484-1
https://doi.org/10.1002/0471224758
https://doi.org/10.1109/IEDM19573.2019.8993515
https://doi.org/10.1063/5.0068255
https://doi.org/10.48550/arXiv.2303.01481
https://doi.org/10.1063/1.5089888
https://doi.org/10.1063/5.0050173
https://doi.org/10.1088/2058-9565/ac734b
https://doi.org/10.1103/PhysRevApplied.10.034040
https://doi.org/10.1063/1.3010859
https://doi.org/10.1143/JJAP.33.5708
https://doi.org/10.1063/1.2906373


Norris et al. EPJ Quantum Technology            (2024) 11:5 Page 25 of 25

31. Li H-X, Shiri D, Kosen S, Rommel M, Chayanun L, Nylander A, Rehammer R, Tancredi G, Caputo M, Grigoras K,
Grönberg L, Govenius J, Bylander J. Fast analytic and numerical design of superconducting resonators in flip-chip
architectures. 2023. https://doi.org/10.48550/arXiv.2305.05502.

32. Probst S, Song FB, Bushev PA, Ustinov AV, Weides M. Efficient and robust analysis of complex scattering data under
noise in microwave resonators. Rev Sci Instrum. 2015;86:024706. https://doi.org/10.1063/1.4907935.

33. Wen CP. Coplanar waveguide: a surface strip transmission line suitable for nonreciprocal gyromagnetic device
applications. IEEE Trans Microw Theory Tech. 1969;17:1087–90. https://doi.org/10.1109/TMTT.1969.1127105.

34. Gevorgian S, Linnér LJP, Kollberg EL. CAD models for shielded multilayered CPW. IEEE Trans Microw Theory Tech.
1995;43:772–9. https://doi.org/10.1109/22.375223.

35. Frunzio L, Wallraff A, Schuster D, Majer J, Schoelkopf R. Fabrication and characterization of superconducting circuit
QED devices for quantum computation. IEEE Trans Appl Supercond. 2005;15(2):860.
https://doi.org/10.1109/TASC.2005.850084.

36. McRae CRH, Wang H, Gao J, Vissers MR, Brecht T, Dunsworth A, Pappas DP, Mutus J. Materials loss measurements
using superconducting microwave resonators. Rev Sci Instrum. 2020;91:091101. https://doi.org/10.1063/5.0017378.

37. Krupka J, Breeze J, Centeno A, Alford N, Claussen T, Jensen L. Measurements of permittivity, dielectric loss tangent,
and resistivity of float-zone silicon at microwave frequencies. IEEE Trans Microw Theory Tech. 2006;54(11):3995–4001.
https://doi.org/10.1109/TMTT.2006.883655.

38. Kayaku Microchem. SU-8 3000 series data sheet. 2019.
https://kayakuam.com/wp-content/uploads/2019/09/SU-8-3000-Data-Sheet.pdf.

39. Krinner S, Storz S, Kurpiers P, Magnard P, Heinsoo J, Keller R, Lüolf J, Eichler C, Wallraff A. Engineering cryogenic setups
for 100-qubit scale superconducting circuit systems. EPJ Quantum Technol. 2019;6:2.
https://doi.org/10.1140/epjqt/s40507-019-0072-0.

40. Bruno A, Lange G, Asaad S, Enden KL, Langford NK, DiCarlo L. Reducing intrinsic loss in superconducting resonators
by surface treatment and deep etching of silicon substrates. Appl Phys Lett. 2015;106:182601.
https://doi.org/10.1063/1.4919761.

41. Wenner J, Barends R, Bialczak RC, Chen Y, Kelly J, Lucero E, Mariantoni M, Megrant A, O’Malley PJJ, Sank D, Vainsencher
A, Wang H, White TC, Yin Y, Zhao J, Cleland AN, Martinis JM. Surface loss simulations of superconducting coplanar
waveguide resonators. Appl Phys Lett. 2011;99(11):113513. https://doi.org/10.1063/1.3637047.

42. Wang C, Axline C, Gao YY, Brecht T, Chu Y, Frunzio L, Devoret MH, Schoelkopf RJ. Surface participation and dielectric
loss in superconducting qubits. Appl Phys Lett. 2015;107:162601. https://doi.org/10.1063/1.4934486.

43. Calusine G, Melville A, Woods W, Das R, Stull C, Bolkhovsky V, Braje D, Hover D, Kim DK, Miloshi X, Rosenberg D, Sevi A,
Yoder JL, Dauler E, Oliver WD. Analysis and mitigation of interface losses in trenched superconducting coplanar
waveguide resonators. Appl Phys Lett. 2018;112(6):062601. https://doi.org/10.1063/1.5006888.

44. Woods W, Calusine G, Melville A, Sevi A, Golden E, Kim DK, Rosenberg D, Yoder JL, Oliver WD. Determining interface
dielectric losses in superconducting coplanar-waveguide resonators. Phys Rev Appl. 2019;12:014012.
https://doi.org/10.1103/PhysRevApplied.12.014012.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.48550/arXiv.2305.05502
https://doi.org/10.1063/1.4907935
https://doi.org/10.1109/TMTT.1969.1127105
https://doi.org/10.1109/22.375223
https://doi.org/10.1109/TASC.2005.850084
https://doi.org/10.1063/5.0017378
https://doi.org/10.1109/TMTT.2006.883655
https://kayakuam.com/wp-content/uploads/2019/09/SU-8-3000-Data-Sheet.pdf
https://doi.org/10.1140/epjqt/s40507-019-0072-0
https://doi.org/10.1063/1.4919761
https://doi.org/10.1063/1.3637047
https://doi.org/10.1063/1.4934486
https://doi.org/10.1063/1.5006888
https://doi.org/10.1103/PhysRevApplied.12.014012

	Improved parameter targeting in 3D-integrated superconducting circuits through a polymer spacer process
	Abstract
	Keywords

	Introduction
	Device architecture and fabrication
	SU-8 spacer performance
	Resonator frequency targeting
	Resonator quality factors
	Discussion
	Appendix A: Frequency dependence on chip separation
	Appendix B: Fabrication details
	Appendix C: Mechanical measurements
	Appendix D: Sample details
	Appendix E: Microwave measurement setup
	Appendix F: Analytical resonator model
	Appendix G: Additional resonator quality factor data
	Appendix H: Resonator internal photon number
	Appendix I: Participation-ratio analysis
	Appendix J: Indium bump connection yield
	Appendix K: Finite-element electrostatic simulations
	Acknowledgements
	Funding
	Abbreviations
	Data availability
	Declarations
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author contributions
	Author details
	References
	Publisher's Note


